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Abstract. This article presents an extensive theoretical framework to mathematically defined and information-based routing operators, applied to the continuous-time dynamic traffic assignment problem. Because of the difficulty of the mathematical framework required to provide existence and uniqueness proofs of the solution to the problem in the presence of a routing operator at nodes, the approach is instantiated with a link model, consisting of a system of ordinary delay differential equations and modeling traffic flow macroscopically. The routing operators distributing the incoming flow can encompass a wide range of information patterns, which can include past knowledge of the network state (statistical, or past deterministic information) up to real time and thus satisfying a nonanticipative character. We show, for a rather broad class of routing operators, the existence and uniqueness of solutions on the full network. This framework can be extended to more advanced traffic flow models such as partial differential equation models.
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1. Introduction.

1.1. General context of this work. In recent years, due to the increased usage of routing applications, modeling the dynamical process of routing in road networks has become a necessity, as information patterns provided to motorists by smartphones and connected devices/vehicles have progressively induced large scale macroscopic changes in mobility patterns [14, 13]. These impacts are directly felt by numerous residential neighborhoods that have noticed a drastic increase in through traffic generated by routing apps in recent years [42, 8, 29, 1, 2]. These have in turn taken defensive actions, which involve (1) spoofing apps [60, 59], (2) reporting fake car accidents on roads [41], (3) reprogramming signal timing plans to actively prevent traffic through the corresponding neighborhoods (thereby increasing queues
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Numerous publications present dynamic traffic assignment (DTA) models or extensions of these, integrating dynamical routing. Many of them address the problem over the full time horizon as an optimal control problem or via variational inequalities implementing a time-dependent Wardrop’s principle for the routing at every instant of time [7]. The specific emphasis of the present work is to define a general mathematical framework capable of encoding information patterns generated by mobile routing apps and to instantiate them for the specific context of selfish routing, as mentioned in the references above.

In the present work, we will therefore present a mathematical model based on an already existing macroscopic traffic flow ordinary differential equation (ODE) model with delay, dependent on the density [63]. Since we aim for a network description with many different destinations and different types/groups of drivers, the model consists indeed of a system of ODEs on every link in the network, coupled by a summarized density of all the different density functions on the specific link (compare also [24]). The flow allocation at the junctions of the network is realized by routing operators. We define a broad class of these operators which guarantee existence and uniqueness of solutions on the network. Thereby, the routing operators depend on the status of the network at real time or past time (or a combination of both). Due to their structure, they can encompass point evaluations of the network status as well as averaged/aggregated information, etc. The generality of the proposed approach also enables it to use the results in more realistic and complex macroscopic traffic flow models. To the best of our knowledge such a full mathematical approach which incorporates a wide class of routing realizations has not been published yet in the literature.

1.2. DTA and routing in the literature. In this section, we give a short survey of already existing modeling and routing approaches. Due to the vast number of publications in this area, the presented list of publications cannot be complete. However, we aim for describing the different approaches specifically and at a technical level for each class. We thus start this overview with the famous books [15, 45, 54], which have a more extensive bibliography of this field.

1.2.1. Time-continuous modeling. Generally, in a time-continuous setting, the link dynamics can be described via ODEs or partial differential equations (PDEs). The articles [43, 44, 56, 55, 20] consider DTA as a time-optimal control problem. The link dynamics are represented by a (system) of ODEs with in- and outflow functions. A proper objective function is specified, and optimality conditions are deduced. However, there is no natural delay, and the optimization is considered on the full time horizon, so that one has to know information about inflow over the full time horizon to solve the problem.

In [52, 7, 18], more general ODE models (sometimes also with delay using a model which is also used in this work) are considered, and variational inequalities describe the routing at the junctions. Depending on if the variational inequality is considered over the full time horizon (with an $L^2$ scalar product) or at every time (with the ordinary scalar product in $\mathbb{R}^n$ and the variational inequality to hold at every time), the computation of a solution again requires full information of the input datum over the full time horizon considered. A rigorous
analysis under which conditions existence (and uniqueness) of solutions is guaranteed is not demonstrated in detail. However, in [54] a more detailed analysis is provided. Another ODE model is considered in [50], but the routing is realized by a specific routing function taking into account the status of the network. It also proves some stability estimates w.r.t. the routing considered.

Another modeling approach which is also considered in [39, 3] consists of using the Vickrey or point-queue model (or a modified version) [27, 28, 26], again aiming for a routing (and departure choice time) based on variational inequalities.

These modeling approaches can be generalized to dynamics which are prescribed by PDEs. We refer for these model types to [10, 9, 21, 22, 31, 11]. Usually, the underlying link dynamics are modeled by the Lighthill–Whitham–Richards PDE, a hyperbolic conservation law, allowing spillback and congestion. However, how to define the boundary terms at the junctions subject to the proposed routing is due to those phenomena nontrivial. The exhaustive books [21, 22] treat this problem by defining specific Riemann solvers at the junctions, while [10, 9, 19, 4] use a buffer (limited or unlimited) model at the junctions dealing with the boundary datum. Another approach uses nonlocal PDE models to simulate traffic flow at junctions [35, 24, 36].

1.2.2. Time-discretized modeling. There is a significant number of articles which deal with already discretized time dynamical models. Part of the appeal for such models is the easiness to define solutions as there is no need for proofs of existence or uniqueness. For the sake of an exhaustive overview, see [23, 49, 58, 61, 16, 38]. The articles [34, 33, 30] consider a discretized traffic flow model based on ODEs and time-optimal control problem to obtain the routing. It is worth mentioning that [38] considers another discretized ODE model, but this time the routing is implemented by a probabilistic approach depending on the status of the network.

1.2.3. Modeling with a simulator and route choice. For a general overview we refer to [51], and for a simulator approach to [5] and [6]. For general route choice models we refer to [16, 40].

1.3. Modeling approach considered in the present article. One way of justifying many of the above prescribed modeling approaches following time-optimal control problems or variational inequalities over the full time horizon considered might be a repeating character of traffic scenarios where the participating drivers might adjust in the long term to a type of time-dependent Wardrop equilibrium [62, 47, 54]. With more routing applications, such behavior might change and—to some extent—has already changed the observed traffic patterns. Drivers rely more and more on routing information which might be real time or slightly delayed or involve simplified forecasts. In addition, different drivers using different applications or no applications for routing will—based on their information and the used routing—behave quite differently and thus have to be modeled differently. The aforementioned trends in the change of traffic behavior make it necessary to present a mathematically rigorous and precise framework which can capture time dynamical effects and is capable of modeling these mentioned challenges.
This is the aim of the present work and the reason why we study the named problem by a control approach where the control is located in the routing level. One of the major contributions of the present work is the proper mathematical definition of routing operators to encompass new traffic information patterns generated by traffic apps. It is also a rigorous and precise continuation of [35], where we introduced and prescribed the emerging challenges and performed some first steps for such an approach: A percentage of drivers might get rerouted instantaneously, and in the near future real time information about the road network might be used by almost all drivers. However, there is also a layer between this information and actual traffic suggestions from applications which might not only incorporate this real time information but also past time information, forecast.

We present a mathematically rigorous framework of routing for multicommodity traffic flow on a network. The flow dynamics are described exemplary by a classical link-delay model [63, 21, 53] (a system of ordinary delay differential equations (ODDEs)); the routing at the nodes is modeled by a very general routing operator, which depends on the status of the network up to real time and on externalities. We give weak conditions on the routing operator under which the solution on the network exists and is unique (or only exists, depending on the prescribed assumptions of the operator). The coupling of the different ODDEs is due to the fact that the roads, i.e., the links, in the network are connected to each other following the specified network topology. They are also coupled due to the fact that the routing operator might consider information of the traffic on the network and in particular on the considered links to adjust the flow ratio accordingly in real time. The coupling at the junctions, which is realized by the previously mentioned routing operators, requires a mathematical analysis for existence and well-posedness of solutions.

We summarize the generality of the routing operators by proposing the modeling assumptions as follows.

**Assumption 1.1 (modeling assumptions on the routing operators).**

- The routing operator allows the routing at a specific intersection at time $t \in [0,T]$ to depend on the status of the network at time $t$ or before time $t$, satisfying a non-anticipative modeling.
- Different groups of drivers, commodities, can be routed differently.
- The routing operator is kept as general as possible, incorporating a variety of routings as long as they do not use information on the network in future times.
- A simplified forecast (as long as it uses at time $t \in [0,T]$ only information about the status of the network at time $t \in [0,T]$ or before) can be incorporated as well as a stochastic modeling of routings by the use of the mentioned externalities.

**1.4. Structure of the article.** In section 2, we introduce the fundamental notational framework and present the considered problem. In subsection 2.1, the network notation as well as the considered network are introduced. Time-dependent source flows, origin-destination pairs, all possible routes between an origin and a destination, etc. are presented in a notationally consistent way. Subsection 2.2 presents the dynamical model used on the links in the network. It is a system of ODDEs, which is chosen for the aim of simplicity required to construct the mathematical framework but possessing inherently a notion of travel time as well as a delay which depends on the traffic density at the specific link. Although this model does
not possesses the capability of modeling traffic jams, it has the required properties needed for a time dynamical traffic flow model. We have to consider a system of ODDEs as we have different destinations and groups of drivers which we have to keep track of separately. We conclude this section with an existence and uniqueness result from the literature, which we will also use in this work. Subsection 2.3 is one of the key pieces as it introduces the routing operators which we will use in the network. We distinguish Lipschitz-continuous, continuous, and delayed routing, always w.r.t. the traffic status on the network. The network dynamics subject to the routing operators are then formulated in subsection 2.4. Fundamental results for the then presented network dynamics are studied in detail in section 3. We analyze Lipschitz and delay routing and prove the existence and uniqueness of solutions on the network with upper bounds on the solution. For the previously mentioned continuous routing we show that there exists a solution on the network. In section 4 we show how our theory can be applied by instantiating several routing operators which have to some extent been considered in the literature. We also look deeply into a shortest path real time traffic routing and show that this will in general produce quite challenging troubles of missing stability. Finally, we conclude our work in section 5.

2. Problem statement and network formulation and routing. In this section we give some basic notations, introduce the network formulation, and pose the considered problem class.

Definition 2.1 (generic notation). We use the following general notation consistently throughout this article:
1. **Bold** letters for vectors (\(\mathbf{x}, \ldots\)) and "mathcal" for sets (\(\mathcal{V}, \ldots\)).
2. For a set \(\mathcal{U}\) and \(\mathcal{M} \subset \mathcal{U}\) the characteristic function \(\chi_\mathcal{M} : \mathcal{U} \to \{0, 1\}\), \(u \mapsto \{1\ \text{if } u \in \mathcal{M}\ \text{else}\). \(0\).
3. For \(\mathbf{x} \in \mathbb{R}^n\) define \(|\mathbf{x}|_p := (\sum_{i=1}^n |x_i|^p)^\frac{1}{p}\) for \(p \in [1, \infty)\) and \(|\mathbf{x}|_\infty := \max_{i \in \{1, \ldots, n\}} |x_i|\).
4. For \(p \in [1, \infty]\), \(n \in \mathbb{N}_{\geq 1}\) and \(\mathbf{x} \in L^p((0, T]; \mathbb{R}^n)\): \(\|\mathbf{x}\|_{L^p((0, T]; \mathbb{R}^n)} := \|\|\mathbf{x}(\cdot)\|_{L^p((0, T)\}}\|\).

where \(|\cdot|_p\) denotes the usual \(p\)-norm in a finite dimensional vector space. For the vector valued continuous functions \(\mathbf{x} \in C([0, T]; \mathbb{R}^n)\) we define \(\|\mathbf{x}\|_{C([0, T]; \mathbb{R}^n)} := \sum_{j=1}^n \|x_j\|_{C([0, T])}\).

2.1. Network. We consider a transportation network represented as a directed graph on which we describe link dynamics and routing behavior at nodes (i.e., node dynamics) as follows.

Definition 2.2 (network and paths). We call a directed graph \(G = (\mathcal{V}, \mathcal{A})\) where \(\mathcal{V}\) is a finite set with \(|\mathcal{V}| \in \mathbb{N}_{\geq 1}\) with vertices \(v \in \mathcal{V}\) and arcs \(a \in \mathcal{A} \subset \mathcal{V} \times \mathcal{V}\) a network. Furthermore, we define for \(v \in \mathcal{V}\) the sets of incoming arcs and outgoing arcs
\[
\mathcal{A}_{\text{in}}(v) := \{(\hat{v}, v) \in \mathcal{A} : \hat{v} \in \mathcal{V}\}, \quad \mathcal{A}_{\text{out}}(v) := \{(v, \bar{v}) \in \mathcal{A} : \bar{v} \in \mathcal{V}\}.
\]

We define the set of paths \(\mathcal{P}^{v,d}\) between two nodes \((v, d) \in \mathcal{V}^2\) without cycles as
\[
\mathcal{P}^{v,d} := \bigcup_{k=1}^{|\mathcal{V}|^2} \left\{ p \in \mathcal{A}^k : \forall i, j \in \{1, \ldots, k + 1\}, i \neq j : v_i, v_j \in \mathcal{V} : v_i \neq v_j, \right. \[v_1 = v, \ v_{k+1} = d, \ p = ((v_i, v_{i+1}))_{i \in \{1, \ldots, k\}} \}
\]
For every path \( p := (p_1, \ldots, p_k)^T \in \mathcal{P}^{v,d} \) with \( k \in \mathbb{N}_{\geq 1} \) we define its length by \( \text{len}(p) := k \). In the network we specify source nodes as
\[
\mathcal{O} \subset \mathcal{V}
\]
and destination nodes as
\[
\mathcal{D} \subset \left\{ d \in \mathcal{V} : \exists v \in \mathcal{O} \text{ s.t. } \mathcal{P}^{v,d} \neq \emptyset \right\}.
\]
We define \( \mathcal{OD} \) as the set of origin/source-destination pairs by
\[
\mathcal{OD} := \left\{ (v, d) \in \mathcal{O} \times \mathcal{D} : \mathcal{P}^{v,d} \neq \emptyset \right\}.
\]
Finally, we define for \( d \in \mathcal{D} \) the set \( \mathcal{OP}^d \) of arcs which are part of paths starting from an arbitrary node \( \tilde{v} \in \mathcal{O} \) and ending in \( d \) if \( (\tilde{v}, d) \in \mathcal{OD} \):
\[
\mathcal{OP}^d := \bigcup_{\ell=1}^{\left| \mathcal{A} \right|} \left\{ p_\ell \in \mathcal{A} : \exists \tilde{v} \in \mathcal{O} \text{ s.t. } (\tilde{v}, d) \in \mathcal{OD}, \ p_\ell \in \mathcal{P}^{\tilde{v},d}, \ \ell \leq \text{len}(p) \right\}
\]
and with that the outgoing arcs for a node \( v \in \mathcal{V} \) from which destination \( d \in \mathcal{D} \) is reachable as
\[
\mathcal{A}_{\text{out}}^d(v) := \left\{ a \in \mathcal{A} : \exists \tilde{v} \in \mathcal{V} \text{ with } a = (v, \tilde{v}) \wedge a \in \mathcal{OP}^d \right\}
\]
and
\[
= \mathcal{A}_{\text{out}}(v) \cap \mathcal{OP}^d.
\]

**Assumption 2.3** (feasible network). The network \( G \) in Definition 2.2 contains at least one \( \mathcal{OD} \) pair, i.e., \( |\mathcal{OD}| > 0 \).

### 2.2. Introduction into the considered flow model.

To describe flow dynamics on the full network we first define the dynamics on a specific link and then the node dynamics. Note that we use the terms link and arc interchangeably. The modeling of the dynamics on a specific link is realized by the following link-delay model (first described in the seminal work of [18] and used extensively afterwards such as in [46] and [63]). Before presenting the specific modeling we require another definition.

**Definition 2.4** (multicommodity). For a given \( n \in \mathbb{N}_{\geq 1} \) we define the multicommodity set as \( \mathcal{C} := \{1, \ldots, n\} \).

**Remark 2.5** (interpretation of commodities). We consider multiple commodities to distinguish specific flows within the overall flow. This concept is illustrated more precisely in Definition 2.10 where we see that commodity type directly influences flow behavior at nodes. By using commodities we can allow subsets of the flow to behave independently at nodes.

**Remark 2.6** (order in \( \mathcal{A} \)). Definition 2.7 requires that \( \mathcal{A} \) is ordered. Thus, we take an arbitrary ordering of \( \mathcal{A} \) as its fixed ordering which is due to the finiteness of the considered set easily possible.
The dynamics on the arc are represented by the link-delay model as in Definition 2.7. Recall that we have still to consider a multicommodity link-delay model where we distinguish several commodities and also destinations (even though they are not reasonable for only one given link, they become crucial in the network setting later). Thus, we have a system of delay ODE equations, presented in Definition 2.7.

**Definition 2.7 (link-delay model for multicommodity with affine linear delay on a single link).** Denote by the superscript \((c, d) \in C \times D\) a tuple containing commodity type and destination node as given in Definition 2.4. Assume that \(x : [0, T] \to \mathbb{R}_{\geq 0}^{|C||D|}\) represents the density, and let \(u : [0, T] \to \mathbb{R}^{k,C||D|}\) be the inflow. Then, for a free flow travel time \(b \in \mathbb{R}_{>0}\) and congestion factor \(h \in \mathbb{R}_{\geq 0}\) we consider the following system of delay ODE:

\[
\begin{align*}
(2.2) \quad \dot{x}(t) &= u(t) - g[u, x, \dot{x}](t), \quad t \in [0, T], \\
(2.3) \quad x(0) &= 0, \\
(2.4) \quad x(t) &:= \sum_{c \in C} \sum_{d \in D} x^{c,d}(t), \quad t \in [0, T], \\
(2.5) \quad \tau[x](t) &:= b + hx(t), \quad t \in [0, T], \\
(2.6) \quad \rho[x](t) &:= t + \tau[x](t), \quad t \in [0, T], \\
(2.7) \quad g[u, x, \dot{x}](t) &:= \left\{ \begin{array}{ll} 0, & a.e. \ t \in [0, b), \\
\frac{u(\rho[x]^{-1}(t))}{1+hx(\rho[x]^{-1}(t))}, & a.e. \ t \in [b, T + \tau[x](T)]. \end{array} \right.
\end{align*}
\]

where \(\rho[x]^{-1}\) is the inverse function of \([0, T] \ni t \mapsto \rho[x](t)\).

In Definition 2.7 we use the vectors \(x\) to describe attributes which represent commodities and different destinations. We see that (2.2) describes the change in link volume as the difference between the inflow and outflow at any given time where the outflow is a function of inflow, link volume, and the time derivative of link volume. To ensure well-posedness, (2.3) prescribes that the link is initialized with zero volume (i.e., the link is empty prior to the time horizon of interest \([0, T]\)). As described, Definition 2.7 distinguishes density on links by commodity \(c \in C\) so that routing decisions can be made separately for each commodity. However, the evolution of density on links is still influenced by the total traffic volume (i.e., the combined total of all commodity types). We see this in (2.4) in which the total volume on a link is determined by summing the density over all commodities \(c \in C\) and all destinations \(d \in D\). The total link volume from (2.4) is then used in (2.5) to determine the travel time on each link. Equation (2.6) states that inflow entering the link at time \(t \in [0, T]\) will leave the link at time \(\rho[x](t)\). Finally, (2.7) shows how link outflow is calculated. We see that in the first case, when \(t < b\) the outflow is 0 because the incoming flow on the link requires at least \(b\) (i.e., the free flow travel time) to traverse the link. When \(b < t < T\) we see that the outflow is a scaled version of inflow at a previous time \(\rho[x]^{-1}(t)\) (i.e., the time at which the exiting flow entered the link). The scaling factor \(\frac{1}{1+hx(\rho[x]^{-1}(t))}\) serves to spread or concentrate flow.

In order to maintain conservation of mass on every link, we require the total inflow in \([0, T]\) to correspond to the total outflow in \([b, T + \tau[x](T)]\). By taking (2.7), we see that the therein defined outflow \(g\) fulfills this property since...
The derivative \( \rho f \) from zero, and the outflow \( g \) (2.8)

\[
\int_b^{T^*} g[u, x, \dot{x}](t) \, dt = \int_0^{T^*} g[u, x, \dot{x}](t + \tau[x](t))(1 + h \dot{x}(t)) \, dt = \int_0^{T^*} u(t) \, dt \quad \forall T^* \in [0, T],
\]

where the integrals are taken componentwise and the first equation is due to the change of variables rule. Together, (2.2)–(2.7) describe the evolution of flow on arcs in a network according to the link-delay model.

**Remark 2.8 (flows and unreachable destinations).** In Definition 2.7 we do not distinguish whether a destination node \( d \in D \) is “reachable” by an arc \( a \in A \) or not. If the latter is true, i.e., there are no \( v \in V \) such that \( P^{v,d} \neq \emptyset \), we set for every \( c \in C \) \( u_a^{c,d} \equiv 0 \) such that \( x_a^{c,d} \equiv 0 \).

Due to the fact that \( g \) is a function of \( u, x, \dot{x} \) and the inverse of \( \rho \) is involved, it is unclear if the previously stated dynamical system admits a solution, and in case it does, it is unclear what regularity \( g \) would possess. These questions are answered in Theorem 2.9. The proof has been provided in [63].

**Theorem 2.9 (existence and uniqueness of the link-delay model with affine linear delay as presented in Definition 2.7).** Let \( T \in \mathbb{R}_{>0} \) and the link-delay model with affine linear delay as in Definition 2.7 be given, and assume that \( u \in L^\infty((0, T); \mathbb{R}^{n \times |D|}) \) is given as well as \( b \in \mathbb{R}_{>0} \) and \( h \in \mathbb{R}_{>0} \). Then, the delay ODE system in (2.2)–(2.7) is well-posed and admits a unique Carathéodory solution \( x \in W^{1,\infty}((0, T); \mathbb{R}^{n \times |D|}) \). Moreover, \( \rho[x], \rho[x]^{-1} \) are well-defined with regularity \( \rho[x], \rho[x]^{-1} \in W^{1,\infty}((0, T); \mathbb{R}) \). In addition, \( \frac{d}{dt} \rho[x]^{-1}(t), \ t \in [0, T] \), is bounded away from zero, and the outflow \( g \) as given in (2.7) is nonnegative and satisfies the estimate

\[
\|g\|_{L^\infty([0, T] \times \mathbb{R}^{|C| \times |D|})} \leq \|u\|_{L^\infty((0, T); \mathbb{R}^{|C| \times |D|})}.
\]

The derivative \( \rho[x]' \) satisfies for \( h\|u\|_{L^\infty((0, T); \mathbb{R}^n)} \neq 0 \) the lower bound for every \( t \in [0, T] \)

\[
\rho[x]'(t) \geq h\|u(t)\|_1 + \left( \sum_{n=0}^{\left\lceil \frac{T}{h} \right\rceil} (h\|u(t)\|_{L^\infty([0, T])})^n \right)^{-1}.
\]

**Proof.** The proof can be found in [63, Theorem 3.1, Theorem 3.2]. The basic ingredient in the proof consists of the idea that due to the free flow travel time \( b \) the system can be solved stepwise in time, first on time horizon \( (0, b) \) by a simple integration of the inflow since in this time period the outflow is considered to be zero. Then, the outflow for the next time interval \( (b, 2b) \) is due to the delay character given and can be used to integrate the solution again. This can be iterated until one reaches the final time horizon \( T \).

[63] also presents some results for nonlinear travel times, i.e., travel times \( \tau[x](t) := f(x(t)), \ t \in [0, T] \) with a nonaffine linear function \( f : \mathbb{R} \to \mathbb{R}_{>0} \); however, in that generality there can only be shown the existence of a solution for sufficiently small inflow. Since the inflow in the middle of the network is a function of the outflow of other links, we cannot necessarily guarantee these bounds and would need to prescribe box constraints on inflow and outflow as well, complicating things significantly, while the goal of this publication is to
consider routing made dependent on the status of the network. Thus, we keep the dynamics on the links as simple as possible for the sake of obtaining nicer mathematical results which already give some insights into what is reasonable in the continuous modeling of the routing choices.

2.3. Routing operators. In this section we present the routing which describes how flow moves from one link to another within the network. We already anticipate Example 2.17 where notation concerning the network and the states is introduced. In the case under consideration the routing will actually depend on the state of the network (i.e., the volume and ensuing travel time on each link). More precisely, at time $t \in [0, T]$ flow at node $v \in V$ is directed based on the available information of the travel time in the network at time $t \in [0, T]$, at a previous time, for a combination of both or at the full time horizon until $t$, using, for instance, an averaging over time (nonlocal measuring) (or even at future time). We will also assume that the operator can be dependent on $\text{ext}$, externalities caused, for instance, by weather, time of the day, or other impacts.

Definition 2.10 (general routing operator). Let $T \in \mathbb{R}_> 0$, and let for $v \in V$ be $d \in \mathcal{D}, c \in \mathcal{C}$, and $a \in \mathcal{A}_{\text{out}}^d(v)$ be given as in Definition 2.2. Let $\text{ext} \in L^\infty((0, T); \mathbb{R}^{n_{\text{ext}}})$. Then, we call $\mathcal{R}_{a}^{c,d}$ routing operator iff

$$\mathcal{R}_{a}^{c,d} : L^\infty\left((0, T); \mathbb{R}_{\geq 0}^{[\mathcal{A}||\mathcal{C}||\mathcal{D}]}\right) \times L^\infty((0, T); \mathbb{R}^{n_{\text{ext}}}) \to L^\infty((0, T); [0, 1])$$

such that for every $(x, \text{ext}) \in L^\infty((0, T); \mathbb{R}_{\geq 0}^{[\mathcal{A}||\mathcal{C}||\mathcal{D}]}\times L^\infty((0, T); \mathbb{R}^{n_{\text{ext}}})$

$$\sum_{\tilde{a} \in \mathcal{A}_{\text{ext}}^d(v)} \mathcal{R}_{a}^{c,d}[x, \text{ext}](t) \equiv 1, \quad t \in [0, T] \text{ a.e.}$$

The presented routing operator in this very general form allows a forecasting as well as very general and rather arbitrary information of the network situation used for routing. Although this generality is nice, the well-posedness of the network system in not necessarily guaranteed anymore when using future information (since this means that routing at time $t \in [0, T]$ will depend on status of the network at $\tilde{t} \in (t, T)$ while the network solution at $\tilde{t}$ will also depend on routing choices at $t \in [0, T]$). A solution approach for this situation might consist of reformulating this problem into a fixed-point problem over the entire network and time horizon and applying Schauder’s fixed-point theorem. Equation (2.10) guarantees conservation of flow, while (2.9) gives a regularity assumption in particular for the image being measurable and essentially bounded between 0 and 1.

In Definition 2.12 we will instantiate this routing operator in case of routing which uses for routing at time $t \in [0, T]$ the network status from times $\tilde{t} \in [0, t]$, i.e., we consider only non-anticipative routing operators. For the dynamical evolution of the system and the simulation of real traffic networks in real time, this assumption is reasonable since there is no information available for future times. However, the routing operator still allows the implementation of a simplified forecasting (or similar approaches) as long as the information of the network used for the forecast is not in the future.

For the following analysis it makes sense to distinguish routing operators which behave continuously based on the network flow from routing operators which do not or might only use
for the routing at time $t \in [0, T]$ information of the network density before time $\delta^{c,d}_a(t) \in [0, t]$ for $\delta^{c,d}_a(\cdot)$ given, a kind of delayed routing. Of course, all these operators have still to satisfy the previous routing properties in Definition 2.10. However, first we need to introduce a projection mapping which will allow us to track and handle information of the density for previous times, thus also delayed information.

**Definition 2.11 (projection mapping).** Define for $\alpha \in \mathbb{R}$ the projection mapping $P_{[0,\alpha]} : \mathbb{R} \to \mathbb{R}$ on $[0, \alpha]$ by $\forall t \in \mathbb{R} : P_{[0,\alpha]}(t) := \{ \min(\max\{0, t\}, \alpha) \}$ if $\alpha \in \mathbb{R}_{\geq 0}$ else.

As pointed out before, the routing operator in Definition 2.10 is too general to obtain uniqueness or existence of solutions on the entire network. Thus, we restrict the routing operator more. This is detailed in Definition 2.12.

**Definition 2.12 (routing operators—nonanticipative).** Let the assumptions of Definition 2.10 be given. Then, we define the following under the assumption that all routing operators introduced in the previous satisfy (2.9) and (2.10):

(A) L-Continuous routing: We call $\mathcal{RL}_a^{c,d}$ Lipschitz-continuous routing operator if it is Lipschitz-continuous in the following sense: For a $p \in (1, \infty]$ it holds that

$$\forall t \in [0, T] \forall x \in L^\infty((0, T); \mathbb{R}^{n_{ext}}) \exists L \in \mathbb{R}_{\geq 0} \forall x, \tilde{x} \in C \left( [0, T]; \mathbb{R}^{(|A||C||D|)} \right) :$$

$$\left\| \mathcal{RL}_a^{c,d}[x, ext] - \mathcal{RL}_a^{c,d} [\tilde{x}, ext] \right\|_{L^p((0, t))} \leq L \|x - \tilde{x}\|_{C((0, t); \mathbb{R}^{(|A||C||D|)})}.$$  

(B) Delay-type routing: We call $\mathcal{RD}_a^{c,d}$ a delay-type routing operator iff there exist for $N_{a,c,d} \in \mathbb{N}_{\geq 1}$ a time vector $\mathbf{t}_a^{c,d} := \left((t_a^{c,d})_1, \ldots, (t_a^{c,d})_{N_{a,c,d}}\right) \in (0, T)^{N_{a,c,d}}$ with $(t_a^{c,d})_{N_{a,c,d}} := T$ and

$$\left(t_a^{c,d}\right)_i < \left(t_a^{c,d}\right)_{i+1},$$  

$$\forall i \in \left\{1, \ldots, N_{a,c,d} - 1\right\},$$

a delay function $\delta^{c,d}_a \in L^\infty((0, T); [0, T])$ such that for every $i \in \left\{1, \ldots, N_{a,c,d} - 1\right\}$ the following regularity and estimate on the delay $\delta^{c,d}_a$ hold:

$$\delta^{c,d}_a \left|_{[0, (t_a^{c,d})_i]} \right. := 0,$$

$$\delta^{c,d}_a \left| \left(\left(t_a^{c,d}\right)_i, \left(t_a^{c,d}\right)_{i+1}\right) \right. \in C \left( \left(\left(t_a^{c,d}\right)_i, \left(t_a^{c,d}\right)_{i+1}\right) \right),$$

$$\left\| \delta^{c,d}_a \right\|_{C \left( \left(\left(t_a^{c,d}\right)_i, \left(t_a^{c,d}\right)_{i+1}\right) \right)} \leq \left(\left(t_a^{c,d}\right)_i \right),$$

and, finally, for a.e. $t \in [0, T], \forall x \in C([0, T]; \mathbb{R}^{(|A||C||D|)})$

$$\mathcal{RD}_a^{c,d}[x, ext](t) = \mathcal{RD}_a^{c,d}\left[ x \circ P_{[0, \delta^{c,d}_a(t)], ext} \right](t).$$

(C) Continuous routing: We call $\mathcal{RC}_a^{c,d}$ continuous routing operator if it is continuous in the following sense: For given $x, \tilde{x} \in C([0, T]; \mathbb{R}^{(|A||C||D|)})$ it holds that
\[ \forall t \in [0, T] \quad \forall \epsilon \in \mathbb{R}_{\geq 0} \quad \exists \delta \in \mathbb{R}_{>0} : \quad \|x - \tilde{x}\|_{C([0,t];\mathbb{R}^{|A||C||D|})} \leq \delta \]

\[
= \Rightarrow \quad \left\| \mathcal{R}G_{a}^{c,d}[x, \text{ext}] - \mathcal{R}G_{a}^{c,d}[\tilde{x}, \text{ext}] \right\|_{L^{1}((0,t))} \leq \epsilon.
\]

**Remark 2.13** (functional (L)-continuity vs. pointwise L-continuity). The previous Definition 2.12 and also the following proofs of well-posedness on the network subject to the routing operators in Theorems 3.1, 3.4, and 3.8 can be interpreted as operator versions of the famous Peano existence theorem for item (C) (compare, for instance, [64, Theorem 3.B]) and of the Picard–Lindelöf existence (and uniqueness) theorem for item (A) (compare [64, Theorem 3.A]). Delay routing in item (B) finds its correspondence in delay ODEs (note that the delay here is not meant for the dynamics on the links which is a delay ODE, but for the routing which uses only delayed information) (see [17, 57]).

However, all results are significantly different from these three theorems due to the operator dependency, the not pointwise dependency as usual for ODEs, and the network situation. For instance, item (A) is defined in a way that the routing operator at time \( t \in [0, T] \) might take into account information on the network on the full time horizon \([0,t]\) and not only at time \( t \).

**Remark 2.14** (applicability of the routing operators). At first, we present two possible instantiations of delay functions which show the range of applicability of the used routing operators. We omit for a better readability the indices \( a,c,d \).

Now, on the one hand, we can simulate, up to a small time, a constant delay \( \epsilon \in \mathbb{R}_{>0} \). There, one defines

\[ N := \left\lceil \frac{T}{\epsilon} \right\rceil, \quad t_{i} := \frac{i}{N}T \quad \forall i \in \{1, \ldots, N-1\}, \quad \delta(t) := \max\{t - \epsilon, 0\}. \]

On the other hand, if \( t := (t_{1}, \ldots, t_{N})^{T} \in [0, T]^{N} \) is a given vector with \( t_{N} := T \) and \( t_{i} < t_{i+1}, i \in \{0, \ldots, N-1\} \), by setting \( \delta|_{(t_{i}, t_{i+1})} := t_{i} \), we obtain, with \( t_{0} := 0 \), a case where the delay vanishes when approaching \( t_{i} \) from the right. For a visualization of this see Figures 1 and 2.

The mentioned figure also shows the basic properties of the delay routing as in Definition 2.12 item (B). The most characteristic one is that within any interval \([t_{i}, t_{i+1})\), \( i \in \{0, \ldots, N-1\} \), the delay function does not attend values greater than \( t_{i} \). This allows for a.e. \( t \in [0, T] \) to

**Figure 1.** Illustration of a delay function. The thick diagonal line represents the identity; the red graph shows an example of a general feasible delay function \( \delta \). Furthermore, the green graph shows the case when a piecewise vanishing delay and the blue graph when a constant delay \( \epsilon \in \mathbb{R}_{>0} \) occurs.
obtain a sufficiently large delay such that the routing only relies on density information up to time \( t_i \). Another, quite reasonable routing suggestion could consist of a piecewise constant routing where routing choice is made—dependent on the status of the network—at every \( t_i \) but not changed in between.

**Remark 2.15** (an invariance property of delay-type routing operators). Consider a routing operator \( R^{c,d}_a \) as in Definition 2.10 with the following property. For an arbitrary, but fixed \( t \in [0, T] \) assume there exists \( \alpha \in [0, T] \) such that for every \((x, \text{ext}) \in C([0, T]; \mathbb{R}^{|A||C||D|}_\geq 0) \times L^\infty((0, T); \mathbb{R}^\text{ext})\)

\[
R^{c,d}_a[x, \text{ext}](t) = R^{c,d}_a[x \circ P_{[0,\alpha]}, \text{ext}](t)
\]

holds. Then for any \( x, \tilde{x} \in C([0, T]; \mathbb{R}^{|A||C||D|}) \) with \( x|_{[0,\alpha]} = \tilde{x}|_{[0,\alpha]} \), we obtain

\[
(2.14) \quad R^{c,d}_a[x, \text{ext}](t) = R^{c,d}_a[x \circ P_{[0,\alpha]}, \text{ext}](t) = R^{c,d}_a[\tilde{x} \circ P_{[0,\alpha]}, \text{ext}](t) = R^{c,d}_a[\tilde{x}, \text{ext}](t).
\]

Thus, information of the input flow after time \( \alpha \) does not influence the routing such that the routing is invariant w.r.t. continuous extensions of a continuous function defined on \([0,\alpha]\) to a superset.

This also states that there is some degree of freedom of delay-type routing operators as in Definition 2.12, item (B) w.r.t. the argument \( x \) if the delay satisfies \( \delta^{c,d}_a(t) < t \) for \( t \in [0, T] \). This property will be crucial in the proof of Theorem 3.1 where we show the existence and uniqueness of the network dynamics when routing with this class of operators. It allows us to construct the unique solution successively over time.

**Remark 2.16** (topological vs. flow-based sources and destinations). The definition of source and destination nodes in Definition 2.2 does not state that “topological” sources, i.e., nodes \( v \in V \) with \( A_{\text{in}}(v) = \emptyset \), have to be in \( O \) even if there exist paths from \( v \) to a given \( d \in D \). This means that these \( v \) do not send out any flow. Similarly, “topological” destination nodes, i.e., \( w \in V \) with \( A_{\text{out}}(w) = \emptyset \), do not have to be part of \( D \) such that they do not receive any inflow.

However, even if they could be excluded from the network, for reasons of simplicity we leave these “dead” nodes in the network.

The next (network) Example 2.17 will serve as an illustration of introduced notation and network topology as well as all the later for the needed routing operators.
**Example 2.17** (topology of networks, notation, etc.). On the benchmark network as shown in Figure 3, we choose two different commodities, i.e., \( \mathcal{C} = \{1, 2\} \). Then, we present the previous introduced notations and definitions and write accordingly

\[
\mathcal{V} = \{v_1, \ldots, v_8\}, \quad \mathcal{A} = \{a_1, \ldots, a_{11}\}, \quad \mathcal{O} = \{v_2, v_3, v_5\}, \quad \mathcal{D} = \{v_5, v_6, v_7\}
\]

and

\[
\begin{align*}
\mathcal{A}_{\text{in}}(v_1) &= \emptyset, \quad &\mathcal{A}_{\text{in}}(v_2) &= \emptyset, \quad &\mathcal{A}_{\text{out}}(v_1) &= \{a_1\}, \\
\mathcal{A}_{\text{out}}(v_2) &= \{a_2, a_3, a_4\}, \quad &\mathcal{A}_{\text{in}}(v_3) &= \{a_1, a_2, a_5\}, \quad &\mathcal{A}_{\text{in}}(v_4) &= \{a_6\}, \\
\mathcal{A}_{\text{out}}(v_3) &= \{a_9\}, \quad &\mathcal{A}_{\text{in}}(v_4) &= \{a_5\}, \quad &\mathcal{A}_{\text{in}}(v_5) &= \{a_3, a_8\}, \\
\mathcal{A}_{\text{in}}(v_6) &= \{a_4, a_7\}, \quad &\mathcal{A}_{\text{out}}(v_5) &= \{a_6, a_7, a_{10}\}, \quad &\mathcal{A}_{\text{out}}(v_6) &= \{a_8, a_{11}\}, \\
\mathcal{A}_{\text{in}}(v_7) &= \{a_9, a_{10}\}, \quad &\mathcal{A}_{\text{in}}(v_8) &= \{a_{11}\}, \quad &\mathcal{A}_{\text{out}}(v_7) &= \emptyset, \\
\mathcal{A}_{\text{out}}(v_8) &= \emptyset, \quad &\mathcal{A}_{\text{out}}(v_5) &= \{a_6, a_{10}\}, \quad &\mathcal{A}_{\text{out}}(v_2) &= \{a_3, a_4\}, \\
\mathcal{A}_{\text{out}}(v_2) &= \{a_2, a_3\}, \quad &\mathcal{A}_{\text{out}}(v_5) &= \{a_7\}, \quad &\ldots.
\end{align*}
\]

and the vector of the density on every arc satisfies \( x \in C\left([0,T]; \mathbb{R}^{|\mathcal{A}||\mathcal{C}||\mathcal{D}|}\right) \) with \(|\mathcal{A}||\mathcal{C}||\mathcal{D}| = 11 \cdot 2 \cdot 3\). For reasons of simplicity we only show its components \( x_{a_3} \) and \( x_{a_6} \) and obtain for \( t \in [0,T] \)

\[
\begin{align*}
x_{a_3}(t) &= \left(x_{a_3}^{1,v_5}(t), x_{a_3}^{1,v_6}(t), x_{a_3}^{1,v_7}(t), x_{a_3}^{2,v_5}(t), x_{a_3}^{2,v_6}(t), x_{a_3}^{2,v_7}(t)\right)^T, \\
x_{a_6}(t) &= \left(0, 0, x_{a_6}^{1,v_7}(t), 0, 0, x_{a_6}^{2,v_7}(t)\right)^T.
\end{align*}
\]

The zero components in \( x_{a_6} \) reflect that there is no way to reach the destinations \( v_5, v_6 \) when on link \( a_6 \).

---

**Figure 3.** A network illustration of the imposed basic attributes: blue circles illustrate nodes which are source nodes but not destination nodes \( \{v_2, v_3\} \), red rectangles show the nodes which are destination nodes but not source nodes \( \{v_6, v_7\} \), green diamonds illustrate nodes which are both sources and destinations \( \{v_5\} \), and simple circles describe nodes which are neither sources nor destinations \( \{v_1, v_4, v_8\} \).
2.4. The dynamical model on the network subject to specific routing. In this section, we present for the considered routing operators in Definition 2.12 the dynamics subject to the ODDE model introduced in Definition 2.7 and a network as in Definition 2.2.

Definition 2.18 (network formulation of the link-delay model with routing operators: DTA). Consider for a time horizon $T \in \mathbb{R}_{>0}$ a network $G = (V, A)$ as in Definition 2.2 with origins $O \subseteq V$ and destinations $D \subseteq V$ as in Definition 2.2. Let the inflow into the network for $\bar{v} \in O$ be given as $s_{\bar{v}} \in L^\infty((0,T);\mathbb{R}^{|C||D|})$. Then, we pose the dynamics subject to the link-delay model for multidestination with routing as proposed in Definition 2.10 for all $t \in [0,T]$ and $a \in A$ with $b_a \in \mathbb{R}_{>0}$ and $h_a \in \mathbb{R}_{\geq 0}$ as

\begin{align}
(2.15) \quad \dot{x}_a(t) &= u_a(t) - g_a[u_a, x_a, \dot{x}_a](t), & t \in [0,T], \\
(2.16) \quad x_a(0) &= 0, \\
(2.17) \quad x_a(t) &= \sum\limits_{c \in C} \sum\limits_{d \in D} x^{(c,d)}_a(t), & t \in [0,T], \\
(2.18) \quad \tau_a[x_a](t) &= b_a + h_a x_a(t), & t \in [0,T], \\
(2.19) \quad \rho_{a}[x_a](t) &= t + \tau_a[x_a](t), & t \in [0,T], \\
(2.20) \quad g_a[u_a, x_a, \dot{x}_a](t) &= \begin{cases}
0, & \text{a.e. } t \in [0,b_a), \\
\frac{u_a(p_a[x_a]^{-1}(t))}{1 + h_a x_a(p_a[x_a]^{-1}(t))}, & \text{a.e. } t \in [b_a, T + \tau_a[x_a](T)]
\end{cases}
\end{align}

for $a \in [0,T]$. In addition, we define the summarized load at a junction—dependent on if there is an external source or not—for $(c,d,v) \in C \times D \times V$

\begin{equation}
(2.21) \quad r_v^{c,d} := \sum\limits_{a \in A_{out}(v)} g_a^{c,d}[u_a, x_a, \dot{x}_a] + \begin{cases}
s_v^{c,d}, & (v, d) \in OD, c \in C, \\
0, & v \in V \setminus O, c \in C
\end{cases} \quad \text{on } [0,T].
\end{equation}

Finally, recalling the routing operator $R_{a}^{c,d}$ given in Definition 2.10 with $d \in D$, the coupling condition for the connecting nodes is given for $(v, c, d) \in V \times C \times D, a \in A_{out}(v)$

\begin{equation}
(2.22) \quad u_a^{c,d} := \begin{cases}
r_v^{c,d} \cdot R_{a}^{c,d}[x, \text{ext}], & \text{if } a \in A_{out}^{d}(v), \\
0, & \text{else}
\end{cases} \quad \text{on } [0,T]
\end{equation}

with $A_{out}^{d}(\cdot)$ as in Definition 2.2. The presented set of equations will be called the DTA considered.

The network formulation in Definition 2.18 combines link dynamics from Definition 2.7 and routing on a network from Definition 2.10 in order to describe how vehicular flow is moved from origin node $v \in O$ to destination node $d \in D$ in a full network. The coupling via the routing operators is described in Figure 4. In the above Definition 2.18, (2.15)–(2.20) have been previously described following the initial introduction of the link-delay model in Definition 2.7. Here, the equations are introduced for each link in the network as shown by the subscript $a$. Equation (2.21) denotes the sum of the inflow into a node from entering links and the—possible—origin flow and is defined for keeping notation simple. (2.22) describes
Figure 4. An illustration of the application of routing operators. (Left) A simple network with an OD pair \((v_1, v_4)\). (Right) An extraction of the left network extended by “ghost arcs” which serve to illustrate how the inflow is split into its compounds \(r_{v_1,v_4}^c\), \(r_{v_2,v_4}^c\) and then the split ratio realized by the routing operators applied. The gray area is only for illustration and not needed for the theory.

how the routing operator directs flow from one link to another. The idea behind the definition of \(u_{a}^{c,d}\) in (2.22) is as follows. First, if \((v,d)\) is an OD pair and \(a \in A_d^{out}(v)\), we prescribe the (independent) inflow \(s_{v}^{c,d}\) and add the network inflow \(g_{a}^{c,d}\) scaled by the routing operator. Second, we consider the case where \(v\) is not a source node (i.e., \(v \notin \mathcal{O}\)). However, since it can lie on a path between an OD pair, where \(d\) is the destination component, we prescribe flow given by the network and again scaled by the routing operator. Finally, we consider the remaining case, i.e., when there is no path starting at a source node \(\tilde{v} \in \mathcal{O}\) with \((\tilde{v},d) \in \mathcal{OD}\) that contains \(v\) and ends at \(d \in \mathcal{D}\), i.e., \(a \notin \mathcal{OP}^{d}\). Thus, we prescribe zero inflow. We see that the routing operator \(\mathcal{R}_{a}^{c,d}\) is calculated separately based on the node \(v \in \mathcal{V}\) at which flow is located at time \(t\) as well as the commodity type \(c \in \mathcal{C}\) and the destination node \(d \in \mathcal{D}\) of the flow.

Given this information the routing operator \(\mathcal{R}_{a}^{c,d}\) determines how much flow to route onto available arcs \(a\) at time \(t \in [0,T]\) which then becomes the inflow \(u_{a}^{c,d}(t)\) on these arcs.

Remark 2.19 (Dependency of the routing operator). For reasons of generality, we have assumed that the routing operator \(\mathcal{R}\) might depend at time \(t \in [0,T]\) on the status of the network \(\mathbf{x}\) up to time \(t \in [0,T]\). However, usually, it would depend on travel time (which is a function of \(\mathbf{x}\)) and only take into account links between the origin and the destination. This
is particularly in the considered case no problem as travel time is for the ODDE model as in Definition 2.7 an affine linear function in $x_a$ for $a \in \mathcal{A}$. The generality will also be shown in section 4.

3. Fundamental results. In this section, we tackle the task of showing the solvability of the previously presented network model (with instantaneous routing) as in Definition 2.18. Thereby, we provide for each of the three routing operator classes in Definition 2.12 its own proof. Even if they share the same fundamental idea of a sequential determination of a solution as sketched in Theorem 2.9, the large discrepancy in the regularity of the routing operators demands the mentioned split of the proofs. We will start analyzing the case of delay-type operators in item (B) since, as it will be shown in the following Theorem 3.1, the delay only provides some further technical extension of the previously mentioned theorem.

Theorem 3.1 (existence/uniqueness of the network model for routings with delay property). Recall the setting described in Definition 2.18 where every routing operator $R^{c,d}_a$ fulfills the conditions according to item (B) in Definition 2.12 with time vectors $t^{c,d}_a \in [0,T]_{N^{c,d}_a}$. Then there is a unique solution of the system presented in Definition 2.18, and the solution satisfies

$$x_a \in W^{1,\infty}((0,T); \mathbb{R}^{[C][D]|_{\geq 0}}) \quad \forall a \in \mathcal{A}.$$  

Proof. This proof consists of merging the strategy used in [63, pages 344–347] together with the delay properties. At first we define

$$b_{\min} := \min \{ b_a : a \in \mathcal{A} \}, \quad t_{\min} := \min_{a \in \mathcal{A}, c \in \mathcal{C}} \min_{a \in \mathcal{A}_{\text{out}}(v)} \left\{ \left( t^{c,d}_a \right)_{i+1} - \left( t^{c,d}_a \right)_i \right\} > 0$$

with, without loss of generality, $\min \{ b_{\min}, t_{\min} \} < T$; otherwise, we can exactly use the solution theory proposed in [63, pages 344–347] since also, due to the initial condition $x(0) = 0 \in \mathbb{R}^{[C][D]|_{\geq 0}}$, every routing operator would only depend on the initial state so that for the considered small time horizon one would have

$$\mathcal{R}D^{c,d}_a[x, \text{ext}] = \mathcal{R}D^{c,d}_a[0_{[C][D]|_{\geq 0}}, \text{ext}].$$

Now we are going to construct a sequence $(x[k])_{k \in \{0, \ldots, k_{\min}\}} \subset C([0,T]; \mathbb{R}^{[C][D]|_{\geq 0}})$, $k_{\min} \in \mathbb{N}_{\geq 1}$, iteratively and show that these will yield the unique solution on the network. To this end, we construct Lipschitz-continuous functions on subintervals of $[0,T]$ and extend them Lipschitz-continuously on $[0,T]$. We only need this extension to obtain feasible arguments for the routing operator, and due to Remark 2.15 the Lipschitz-continuous extension can be set arbitrarily. For reasons of simplicity, we choose a constant extension defined as follows:

The constant extension $\hat{y} \in W^{1,\infty}((0,T); \mathbb{R}^m)$, $m \in \mathbb{N}_{\geq 1}$, of a Lipschitz-continuous function $y \in W^{1,\infty}((0,s); \mathbb{R}^m)$, $s \in (0,T)$, is

$$\hat{y}(\theta) := \begin{cases} y(\theta), & \theta \in [0,s], \\ y(s), & \theta \in (s,T]. \end{cases}$$
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In the upper setting, the evaluations of \( y, \dot{y} \) are well-defined since \( W^{1, \infty}((0, s); \mathbb{R}^m) \) is continuously embedded in \( C([0, s]; \mathbb{R}^m) \). At first, initialize

\[
\begin{align*}
\mathbf{x}^{[0]} := & 0 \in \mathbb{R}^{|\mathcal{A}||\mathcal{C}||\mathcal{D}|}, & \mathbf{x}^{[0]}_a := & 0 \in \mathbb{R}, \; \forall a \in \mathcal{A}, & \ell_0 := & 0, & t_0 := & 0.
\end{align*}
\]

With [63, pages 344–347] proceed with the following iterations for \( k \in \{1, \ldots, \lceil \frac{T}{b_{\text{min}}} \rceil \} \). Define

\[
\ell_k := \ell_{k-1} + \min_{\alpha \in \mathcal{A}} \left[ \rho_{\alpha} \left( x^{[k-1]}_\alpha \right) \left( t_{k-1} - t_{k-1}^{\ell_{k-1}} \right) \right],
\]

\[
t_i := \min \left\{ T, t_{k-1} + \min_{\alpha \in \mathcal{A}} \frac{i-\ell_{k-1}}{t_{k-1} - t_{k-1}^{\ell_{k-1}}} \left( \rho_{\alpha} \left( x^{[k-1]}_\alpha \right) \left( t_{k-1} - t_{k-1}^{\ell_{k-1}} \right) \right) \right\}, \quad i \in \{\ell_{k-1} + 1, \ldots, \ell_k\},
\]

and in the following \( x^{[k-1]}_\alpha \in W^{1, \infty}((0, T)) \) will also be constructed iteratively. Note that \( \ell_k > \ell_{k-1} \) for every \( k \in \{1, \ldots, \lceil \frac{T}{b_{\text{min}}} \rceil \} \) since \( \rho_{\alpha} \left( x^{[k-1]}_\alpha \right)(t_{k-1}) \geq t_{k-1} + b_{\text{min}} \). Then, for \( i \in \{\ell_{k-1} + 1, \ldots, \ell_k\} \) we obtain the following system for \( \alpha \in \mathcal{A} \):

\[
\begin{align*}
\mathbf{x}_\alpha(t) & = \mathbf{x}^{[i-1]}_\alpha(t), & \text{a.e.} \; t & \in [0, t_{i-1}], \\
\mathbf{x}_\alpha(t) & = \mathbf{u}_\alpha(t) - \mathbf{g}_\alpha \left[ \mathbf{u}_\alpha, \mathbf{x}^{[i-1]}_\alpha, \dot{\mathbf{x}}^{[i-1]}_\alpha \right](t), & \text{a.e.} \; t & \in [t_{i-1}, t_i],
\end{align*}
\]

where for every \((c, d, v) \in \mathcal{C} \times \mathcal{D} \times \mathcal{V}\) and for a.e. \( t \in [0, T] \) we have—following (2.21)—the load at a considered node as

\[
\mathbf{r}_v^{c,d[i-1]} := \sum_{\hat{\alpha} \in \mathcal{A}_n(v)} \mathbf{g}_{\hat{\alpha}} \left[ \mathbf{u}_{\hat{\alpha}}, \mathbf{x}^{[i-1]}_{\hat{\alpha}}, \dot{\mathbf{x}}^{[i-1]}_{\hat{\alpha}} \right] + \begin{cases} 
\mathbf{s}_v^{c,d} & (v, d) \in \partial \mathcal{D}, c \in \mathcal{C}, \\
0 & v \in \mathcal{V} \setminus \partial \mathcal{D}, c \in \mathcal{C}
\end{cases} \text{ on } [0, T]
\]

and for \( \alpha \in \mathcal{A}_\text{out}(v) \) according to (2.22) the inflow into the following links:

\[
\mathbf{u}_v^{c,d} := \begin{cases} 
\mathbf{r}_v^{c,d[i-1]} \cdot \mathbb{R}^{c,d}_\alpha \left[ \mathbf{x}^{[i-1]} \circ \mathbb{P}_{[0, \delta_v^{c,d}(\cdot)] \text{ext}} \right] & \text{if } \alpha \in \mathcal{A}_\text{out}(v), \\
0 & \text{else.}
\end{cases} \text{ on } [0, T].
\]

Now, the aim is to show that the routing operator only uses already known information of \( \mathbf{x} \) so that it would result into an explicitly known routing term. The upper system is uniquely solvable in \([0, t_1]\). For \( i \in \{2, \ldots\} \) we distinguish two cases. The first case is that \( \delta_v^{c,d}(t_{i-1}) < t_{i-1} \), which is trivial to solve. The second one is that \( \delta_v^{c,d}(t_{i-1}) = t_{i-1} \). Here we use again that we already have a Lipschitz-continuous solution in \([0, t_{i-1}]\) such that we can obtain by extension the unique solution in \([0, t_{i-1}]\), and the right-hand side of (3.2) is evaluable in \( t_{i-1} \). In \([t_{i-1}, t_i]\) only explicitly known information of \( \mathbf{x} \) is used such that we can solve (3.2) uniquely.

Altogether, we obtain a unique solution of (3.1) and (3.2) in \( W^{1, \infty}((0, t_i); \mathbb{R}^{\mathcal{C}||\mathcal{D}|}) \), and we denote its constant extension on \([0, T]\) by \( \mathbf{x}_\alpha^{[i]} \) and define \( \mathbf{x}_\alpha^{[i]} := \sum_{c \in \mathcal{C}, d \in \mathcal{D}} \mathbf{x}_\alpha^{[i]}(\cdot) \) and \( \mathbf{x}^{[i]} := (\mathbf{x}_\alpha^{[i]} \circ \mathbb{P}_{[0, t_i]}^{\text{ext}})_{\alpha \in \mathcal{A}} \) where the order in \( \mathcal{A} \) is given by Remark 2.6.
Moreover, for every \( i \in \{t_{k-1} + 1, \ldots, t_k \} \) it holds that \( \rho_a[x_a^{[i]}](t_{k-1}) = \rho_a[x_a^{[\ell_k-1]}](t_{k-1}) \), and since \( \rho_a[x_a^{[i]}]^{-1}([t_{k-1}, t_i]) \subset [t_{k-2}, t_{k-1}] \), we obtain
\[
\|x_a^{[i]}\|_{C((0,t_i];\mathbb{R}^{n_l})} \leq \mathbb{S}_\mathbf{v} \|u_a\|_{L^\infty((0,t_{k-1});\mathbb{R}^{n_l})} + \sum_{\tilde{a} \in \mathcal{A}_n(v)} \|u_{\tilde{a}}\|_{L^\infty((0,t_{k-1});\mathbb{R}^{n_l})}.
\]

The upper method terminates after finitely many iterations \( k_{\min} \in \mathbb{N} \geq 1 \) with
\[
k_{\min} \leq \left\lceil \frac{T}{\mu} \right\rceil \left( \prod_{k=1}^{r_{\min}} \min_{\alpha \in \mathcal{A}} \left[ \frac{\rho_a[x_a^{[\ell_k-1]}](t_{k-1})-t_{k-1}}{t_{\min}} \right] \right).
\]

Thanks to the structure of the delay functions the case \( \delta_{u,\ell}^d(t) = t \) for some delay functions \( \delta_{u,\ell}^d \) and \( t \in [t_{i-1}, t_i) \), for some \( i \in \{1, \ldots, r_{\min} \} \), can only happen for \( t = t_{i-1} \). Since \( x^{[i-1]} \in W^{1,\infty}((0,t_{i-1});\mathbb{R}^{n_l}|\mathcal{C}|\mathcal{D}^l) \), it possesses a unique Lipschitz-continuous extension on \([0,t_{i-1}]\) (see [12, Theorem 8.8]). For every \( t \in (t_{i-1}, t_i) \) we obtain \( \delta_{u,\ell}^d(t) \leq t_{i-1} \) such that, all in all, we obtain together with Remark 2.15 and per construction \( x^{[k_{\min}]} \) is the unique solution in \( W^{1,\infty}((0,T);\mathbb{R}^{n_l}|\mathcal{C}|\mathcal{D}^l) \) of the link-delay system with routing operators described as in Definition 2.12, item (B).

Next, we will show also in the \((L-)\)continuous case existence and uniqueness of a solution of the network model. Before we come to the main result w.r.t. these operators—namely, Theorem 3.4—we require a method how to sequentially use Banach’s fixed-point theorem.

**Remark 3.2 (global vs. local (L-)continuity).** According to the very Definition 2.12, item (A), the considered routing operators fulfill a global Lipschitz-continuity w.r.t. the state \( x \), i.e., the Lipschitz-constant \( L := L[\mathbf{ext}] \) depends only on \( \mathbf{ext} \). However, it is sufficient for obtaining a unique, global (on \([0,T]\)) solution to assume that the Lipschitz-constant is only “local” w.r.t. \( x \), i.e., \( L := \sup_{x \in \mathcal{B}_k} L[\mathbf{ext}, x] \) with
\[
\mathcal{B}_k := \left\{ \tilde{x} \in W^{1,\infty}((0,T);\mathbb{R}^{n_l}|\mathcal{C}|\mathcal{D}^l) : \|\tilde{x}\|_{W^{1,\infty}((0,T);\mathbb{R}^{n_l}|\mathcal{C}|\mathcal{D}^l)} \leq \kappa \right\}
\]
for a \( \kappa \in \mathbb{R}_{>0} \).

Thus, for every fixed \( \mathbf{ext} \in L^\infty((0,T);\mathbb{R}^{n_{\mathbf{ext}}}) \) the Lipschitz-constant of the Lipschitz-continuous routing operator only needs to satisfy \( \sup_{x \in \mathcal{B}_k} L[x, \mathbf{ext}] < \infty \), and Theorem 3.4 still holds. This is due to the fact that all incoming flow of a considered node is a priori essentially bounded by the assumptions on \( s \) in Definition 2.18.

**Lemma 3.3 (clustering argument with Banach’s fixed-point theorem).** Let \( n \in \mathbb{N}_{\geq 1}, L, T \in \mathbb{R}_{>0}, \) and \( \Omega \subset C([0,T];\mathbb{R}^n) \) closed in the induced topology be given. Furthermore, let \( \Psi : \Omega \to \Omega \) be a Lipschitz-continuous self-mapping with
\[
\|\Psi(x) - \Psi(\tilde{x})\|_{C([0,t];\mathbb{R}^n)} \leq L t^\alpha \|x - \tilde{x}\|_{C([0,t];\mathbb{R}^n)} \quad \forall t \in [0,T] \forall x, \tilde{x} \in \Omega
\]
for some \( \alpha \in \mathbb{R}_{>0} \). Then, there exists a unique fixed-point \( x^* \in \Omega \) of \( \Psi \).
Proof. Let $T' \in \mathbb{R}_{>0}$ be given with $T'^\alpha < \frac{1}{L}$. Then, the set $\Omega_1 := \{x|_{[0,T')} : x \in \Omega \} \subset C([0, T'); \mathbb{R}^n)$ is closed in the induced topology; $\Psi_{\Omega_1}$ is a contraction on $\Omega_1$, and due to Banach’s fixed-point theorem (see [65, page 19]) we obtain a unique fixed-point $x_1 \in \Omega_1$ of $\Psi_{\Omega_1}$. If $T' = T$, we are done. If $T' < T$, consider

$$\Omega_2 := \{x|_{[0,2T')} : x|_{[0,T']} = x_1, x \in \Omega \} \subset C([0, 2T'); \mathbb{R}^n)$$

which is closed in the induced topology. Again we obtain a unique fixed-point $x_2 \in \Omega_2$. Since $T$ is finite, this procedure terminates after finitely many iterations and we obtain a unique fixed-point $x^* \in \Omega$ of $\Psi$.

\begin{theorem}[existence/uniqueness of the network model for (L-)continuous routing operator]

Let the network with the link-delay dynamics as in Definition 2.18 be given, and assume that $\mathcal{A}_a^d$ is an (L-)continuous routing operator, i.e., satisfies Item (A) in Definition 2.12. Then there exists a unique solution $x_a, a \in \mathcal{A}$, of link-delay ODEs on the network, and the solution satisfies

$$x_a \in W^{1,\infty} \left( (0, T); \mathbb{R}^{\mathcal{C}||\mathcal{D}|} \right), \quad \forall a \in \mathcal{A}.$$

Proof. Again, we want to construct a solution iteratively where we combine the strategy used in [63, pages 344–347] together with Lemma 3.3. Define

$$b_{\text{min}} := \min_{a \in \mathcal{A}} b_a, \quad K := \left[ \frac{T}{b_{\text{min}}} \right],$$

$$M := K \max_{c \in \mathcal{C}, d \in \mathcal{D}} \left\| s_{c,d}^v \right\|_{L^1((0,T))}, \quad M' := K \max_{c \in \mathcal{C}, d \in \mathcal{D}} \left\| s_{c,d}^v \right\|_{L^\infty((0,T); \mathbb{R}^{\mathcal{A}||\mathcal{C}||\mathcal{D}})}.$$

Then, $M$ defines an upper bound when measuring the inflow which can occur at any node in the network in a $L^1$ sense, while $M'$ gives an upper bound of the inflow in the network in the $L^\infty$ sense. In the following let $\text{ext} \in \mathbb{R}^{n_{\text{ext}}}$ be arbitrary but given, and use the Lipschitz-constant $L$ as described in Remark 3.2 with $\kappa := \max\{M, M'\}$. Now, initialize $t_0 := 0$ and $x^{[0]} := (\{0,T\} \ni t \mapsto 0 \in \mathbb{R}^{\mathcal{A}||\mathcal{C}||\mathcal{D}})$. For $i \in \{1, \ldots, K\}$ define iteratively

$$t_i := \min_{a \in \mathcal{A}} \min \left\{ \rho_a \left[ x_a^{[i-1]} \right] (t_{i-1}), T \right\}$$

and the following space:

$$\Omega_{M, [i]} := \left\{ y \in W^{1,\infty} \left( (0, t_i); \mathbb{R}^{\mathcal{A}||\mathcal{C}||\mathcal{D}} \right) : y|_{[0, t_{i-1}]} = x^{[i-1]}|_{[0, t_{i-1}]}, \right\}$$

$$\left\| y \right\|_{W^{1,\infty}((0,t_i); \mathbb{R}^{\mathcal{A}||\mathcal{C}||\mathcal{D}})} \leq \max \left\{ \frac{iM}{K}, \frac{iM'}{K} \right\},$$

where $x^{[i-1]}$ and $x_a^{[i-1]}$ are given by the previous iteration. Next we set the operators $\Psi^{[i]} := (\Psi_{\Omega_{M, [i]}}^{[i]}), c \in \mathcal{C}, d \in \mathcal{D} : \Omega_{M, [i]} \rightarrow C([0, t_i]; \mathbb{R}^{\mathcal{A}||\mathcal{C}||\mathcal{D}})$ such that for every $a \in \mathcal{A}$ and $x \in \Omega_{M, [i]}$

$$\Psi^{[i]}(x)(t) := \begin{cases} x_a^{[i-1]}(t), & t \in [0, t_{i-1}), \\ \int_{t_{i-1}}^t u_a(\theta) - g_a(u_a, x_a, \dot{x}_a)(\theta) \, d\theta, & t \in [t_{i-1}, t_i]. \end{cases}$$
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Thereby, we used \( x_a := \sum_{c \in C} \sum_{d \in D} x_a^{c,d} \), \( g_a \) defined according to Definition 2.18 with \( c \in C, d \in D \) and

\[
u^{c,d}_{a} := \left( s^{c,d}_{v} + \sum_{a \in A_{in}(v)} g^{c,d}_{a}[u_{a}, x_{a}, \dot{x}_{a}] \right) L^{c,d}_{a}[x, \text{ext}]
\]

with

\[
s^{c,d}_{v} := \begin{cases} s^{c,d}_{v}, & (v, d) \in \mathcal{OD}, c \in C, \\ 0, & v \in \mathcal{V} \setminus \mathcal{O}, c \in C, \end{cases}
\]

\[
L^{c,d}_{a}[x, \text{ext}] := \begin{cases} L^{c,d}_{a}[x, \text{ext}], & a \in A_{\text{out}}^{i}(v), \\ 0, & \text{else.} \end{cases}
\]

Then, the following holds for every \( a \in A \) and \( i \in \{1, \ldots, K\} \) with \( t_i \leq T \):

1. \( t_i - t_{i-1} \geq b_{\min} \),
2. \( u_{a} \in L^{\infty}((0, t_i); \mathbb{R}^{[c,d]}_{\geq 0}), \sum_{a \in A} \| u_{a} \|_{L^{1}((0, t_i); \mathbb{R}^{[c,d]}_{\geq 0})} \leq \frac{iM}{K}, \sum_{a \in A} \| u_{a} \|_{L^{\infty}((0, t_i); \mathbb{R}^{[c,d]}_{\geq 0})} \leq \frac{iM}{K}. \)
3. \( \Psi_{i} \) admits a unique fixed-point \( x_{i}^{[a]} \) in \( \Omega_{M_{i}}^{i} \).
4. \( \frac{\partial}{\partial t} \rho_{a}[x_{i}^{[a]}](t) \geq 1 \forall t \in [0, t_i] \) and \( \| g_{a}[u_{a}, x_{i}^{[a]}, \dot{x}_{i}^{[a]}] \|_{L^{\infty}((0, t_{i+1}) \times \mathbb{R}^{[c,d]}_{\geq 0})} \leq \| u_{a} \|_{L^{\infty}((0, t_i) \times \mathbb{R}^{[c,d]}_{\geq 0})} \).

For \( i = 1 \) obviously items 1 and 2 hold, and for every \( x, x \) in \( \Omega_{M_{i}^{i}}^{i} \) and for every \( t \in [0, t_i] \) we obtain together with Hölder’s inequality

\[
\left\| \Psi_{i}[x] \right\|_{C([0, t_i]; \mathbb{R}^{[A]}_{\geq 0})} \leq \frac{M}{K}, \quad \left\| \frac{\partial}{\partial t} \Psi_{i}[x] \right\|_{C([0, t_i]; \mathbb{R}^{[A]}_{\geq 0})} \leq \frac{iM}{K}
\]

\[
\left\| \Psi_{i}^{[c,d]}[x] - \Psi_{i}^{[c,d]}[\tilde{x}] \right\|_{C([0, t_i])} \leq \frac{1}{K} t^{1/2} L M' \left\| x - \tilde{x} \right\|_{C([0, t_i]; \mathbb{R}^{[A]}_{\geq 0})}
\]

\[
(3.3)
\]

such that \( \Psi_{i} \) is Lipschitz-continuous with Lipschitz-constant \( \frac{1}{K} t^{1/2} L M' \). Furthermore, \( \Omega_{M_{i}^{i}}^{i} \) is closed in the \( W^{1,\infty} \)-topology. Together with Lemma 3.3 and \( \alpha := 1 - \frac{1}{p} \) we obtain a fixed-point in \( x_{i}^{[a]} \in \Omega_{M_{i}^{i}}^{i} \). Thus, we have shown item 3 for \( i = 1 \) for which also item 4 holds. Now, we assume for an \( i \in \{1, \ldots, K\} \) the upper setting is well-defined and items 1 to 3 are fulfilled. Let in the following \( a = (v, v^*) \in A \) with \( (v, v^*) \in \mathcal{V}^{2} \) be arbitrary. By the very definition of \( \rho_{a} \) and since \( x_{i}^{[a]} \geq 0 \), item 1 is fulfilled for \( i + 1 \). Next, because of the definition of \( \Omega_{M_{i}^{i+1}}^{i+1} \) we obtain for \( x, \tilde{x} \in \Omega_{M_{i}^{i+1}}^{i+1} \) that \( x_{[0, t_i]} = \tilde{x}_{[0, t_i]} = x_{[0, t_i]}^{[a]} = \tilde{x}_{[0, t_i]}^{[a]} \) such that

\[
(3.4) \quad \rho_{a}[x_{a}]^{-1}([t_i, t_{i+1}]) = \rho_{a}[\tilde{x}_{a}]^{-1}([t_i, t_{i+1}]) = \rho_{a}[x_{a}^{[a]}]^{-1}([t_i, t_{i+1}]) \subset [0, t_i].
\]

Thus for a.e. \( t \in [0, t_{i+1}] \) it holds that

\[
g_{a}[u_{a}, x_{a}, \dot{x}_{a}](t) = g_{a}[u_{a}, \tilde{x}_{a}, \dot{x}_{a}](t) = g_{a}[u_{a}, x_{a}^{[a]}, \dot{x}_{a}^{[a]}](t).
\]

(3.5)
Since item 2 is true for $i$ and by (3.4), we obtain for every $a \in \mathcal{A}$ that $u_a \geq 0 \in \mathbb{R}^{[\mathcal{A}] |\mathcal{D}|}$ a.e. in $[0, t_{i+1}]$. Now, from (3.4) and (3.5) it follows for $t \in [t_i, t_{i+1}]$ that
\[ \Psi_a^{[i+1]}(x)(t) = \int_0^t u_a(\theta) \, d\theta - \int_{b_{\min}}^{t} u_a(\theta) \, d\theta \geq 0 \in \mathbb{R}^{[\mathcal{A}] |\mathcal{D}|} \]
and therefore $\Psi_a^{[i+1]}(x) \geq 0 \in \mathbb{R}^{[\mathcal{A}] |\mathcal{D}|}$. Furthermore, we obtain
\[ \| \tilde{s}_v \|_{L^1((0,T);\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} + \sum_{a \in \mathcal{A}_{in}(v)} \| u_a \|_{L^1((0,T);\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} + \| u_a \|_{L^1((0,T);\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} \leq \frac{i+1}{\kappa} M, \]
\[ \| \tilde{s}_v \|_{L^\infty((0,T);\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} + \sum_{a \in \mathcal{A}_{in}(v)} \| u_a \|_{L^\infty((0,T);\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} + \| u_a \|_{L^\infty((0,T);\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} \leq \frac{i+1}{\kappa} M'. \]
thus
\[ \left\| \Psi_a^{[i+1]}[x] \right\|_{C([0,t_{i+1}];\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} \leq \frac{i+1}{\kappa} M \quad \left\| \frac{d}{dt} \Psi_a^{[i+1]}[x] \right\|_{L^\infty((0,t_{i+1});\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} \leq \frac{i+1}{\kappa} M'. \]
The upper estimates show that for $i+1$ item 2 is fulfilled. Next, by using (3.5) we obtain for every $t \in [0, t_{i+1}]
\[ \left\| \Psi_a^{[i+1],c,d}[x] - \Psi_a^{[i+1],c,d}[\bar{x}] \right\|_{C([0,t])} \leq \int_0^t \left( \tilde{s}^{c,d}(\theta) + \sum_{a \in \mathcal{A}_{in}(v)} g^{c,d}_{a,c,d} \left[ u_a, x_a, \dot{x}_a \right] (\theta) \right) \left| \mathcal{R} \hat{L}_a^{c,d}[x, \text{ext}](\theta) - \mathcal{R} \hat{L}_a^{c,d}[\bar{x}, \text{ext}](\theta) \right| \, d\theta \]
(3.6)
\[ \leq \frac{i+1}{\kappa} t^{-\frac{1}{2}} L M' \| x - \bar{x} \|_{C([0,T];\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})}. \]
Thus, $\Psi^{[i+1]}(\Omega_M^{[i+1]}) \subset \Omega_M^{[i+1]}$ and $\Psi^{[i+1]}$ is globally Lipschitz-continuous when measuring in the $C([0,t_{i+1}];\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})$-topology such that we obtain with the closedness of $\Omega_M^{[i+1]}$ and Lemma 3.3 with $\alpha := 1 - \frac{1}{p}$ a unique solution $x^{[i+1]} \in \Omega_M^{[i+1]}$ for every $\text{ext} \in L^\infty((0,T);\mathbb{R}^{n_{ext}})$ which shows item 3 for $i+1$. Following the strategy as in [63, Theorem 3.2] we obtain for a.e. $t \in [t_i, t_{i+1}]
\[ \frac{d}{dt} \rho_a \left[ x_a^{[i+1]} \right] (t) \geq 1 \quad \text{and} \quad \left\| g_a[u_a, x_a^{[i+1]}, \dot{x}_a^{[i+1]}] \right\|_{L^\infty((0,t_{i+2});\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} \leq \| u_a \|_{L^\infty((0,t_{i+1});\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})} \]
which shows item 4 for $i+1$.

The upper procedure terminates after finitely many iterations $k^* \in \mathbb{N}$, with $k^* \leq K$ due to item 1. Furthermore, the constructed function $x^{[k^*]} \in W^{1,\infty}((0,T);\mathbb{R}^{[\mathcal{A}] |\mathcal{D}|})$ is the unique solution of the network formulation of the link-delay model with ($L$)-continuous routing operators which concludes the proof.
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Corollary 3.5 (existence and uniqueness of the network model for combinations of delay-type and (L-)continuous routing operators). Let the network with the link-delay dynamics as in Definition 2.18 be given, and assume that the routing operators $\mathcal{R}$ satisfy item (A) or item (B) of Definition 2.12. Then, there exists a unique solution on the network $x_a \in W^{1,\infty}((0, T); \mathbb{R}^{[C]}\mathbb{R}^{[D]}_\geq_0)$ for every $a \in \mathcal{A}$.

Proof. The proof consists of combining the proofs of Theorem 3.4 and Theorem 3.1. ■

Remark 3.6 (further combinations of the different types of routing operators). Of course, the previously defined routing operators, Lipschitz-continuous and delay routing, can also be combined for more precise modeling. There, we do not only mean that we have both types of routings distributed over the network but also that each routing operator itself can be chosen as a linear combination of the both types mentioned. Again, the solution theory would be based on the combination of the proofs used for the Lipschitz and in the delay case.

For the proof of the existence of a solution on the network in case of continuous routing operators (Theorem 3.8) we require the following stability result for the link-delay model.

Lemma 3.7 (stability of the outflow w.r.t. the inflow). Let only one single link as in Definition 2.7 be given with $T \in \mathbb{R}_{>0}$, and assume two inflows $u, \tilde{u} \in L^\infty((0, T); \mathbb{R}^{[C]}\mathbb{R}^{[D]})$ with $\|u\|_{L^\infty((0, T); \mathbb{R}^{[C]}\mathbb{R}^{[D]})} \leq K \geq \|	ilde{u}\|_{L^\infty((0, T); \mathbb{R}^{[C]}\mathbb{R}^{[D]})}$ with $K \in \mathbb{R}_{>0}$ are given. Let $x, \tilde{x} \in W^{1,\infty}((0, T); \mathbb{R}^{[C]}\mathbb{R}^{[D]}_\geq_0)$ denote the corresponding solutions. Then, we have for all $t \in [0, T]$ \[
\|x - \tilde{x}\|_{C([0, t]; \mathbb{R}^{[C]}\mathbb{R}^{[D]})} \leq \left(2 + |C||D|hC(K, h)\right)\left[\frac{t^k}{b^k}\right] \|u - \tilde{u}\|_{L^1((0, t); \mathbb{R}^{[C]}\mathbb{R}^{[D]})}
\]
and for $t \in (b, T]$ \[
\|g(u, x, \tilde{x})\|_{L^1((b, t); \mathbb{R}^{[C]}\mathbb{R}^{[D]})} - \|g(\tilde{u}, \tilde{x}, \tilde{x})\|_{L^1((b, t); \mathbb{R}^{[C]}\mathbb{R}^{[D]})} \leq \|u - \tilde{u}\|_{L^1((0, t-b); \mathbb{R}^{[C]}\mathbb{R}^{[D]})} + |C||D|K \cdot C(K, h)\|x - \tilde{x}\|_{C([0, t-b]; \mathbb{R}^{[C]}\mathbb{R}^{[D]})}
\]
with $C(K, h) := \sum_{n=0}^{\left\lfloor \frac{t}{b} \right\rfloor} (h|C||D|K)^n$.

Proof. We begin with the time interval $t \in [0, b]$, where the outflow is zero. Then, by the assumptions, we obviously obtain \[
x(t) - \tilde{x}(t) = \int_0^t u(s) - \tilde{u}(s) \, ds \implies \|x - \tilde{x}\|_{C([0, t]; \mathbb{R}^{[C]}\mathbb{R}^{[D]})} \leq \|u - \tilde{u}\|_{L^1((0, t); \mathbb{R}^{[C]}\mathbb{R}^{[D]})}.
\]
Now, iterating over the time horizons $t \in [kb, (k+1)b]$ for $k \in \mathbb{N}_{\geq 1}$ will provide us the claim. First, let be $k = 1$ such that we obtain for the outflow the estimate for $t \in [b, 2b]$, \[
x(t) - \tilde{x}(t) = x(b) - \tilde{x}(b) + \int_b^t u(s) - \tilde{u}(s) \, ds - \int_0^t g(u, x, \tilde{x})(s) - g(\tilde{u}, \tilde{x}, \tilde{x})(s) \, ds,
\]
and using integration by parts we obtain for the outflow terms—as also performed in (2.8)— \[
\int_0^t g(u, x, \tilde{x})(s) - g(\tilde{u}, \tilde{x}, \tilde{x})(s) \, ds = \int_0^{\rho[x]^{-1}(t)} u(s) \, ds - \int_0^{\rho[\tilde{x}]^{-1}(t)} \tilde{u}(s) \, ds.
\]
Now, estimating the exit flows, we obtain
\[
\sum_{(c,d)\in C\times D} \left| \int_0^t g^{c,d}[u^{c,d},x,\tilde{x}](s) - g^{c,d}[\tilde{u}^{c,d},\tilde{x},\tilde{x}](s) \, ds \right| \\
\leq \|u - \tilde{u}\|_{L^1((0,b);\mathbb{R}|C||D|)} + |C||D|\|u\|_{L^\infty((0,b);\mathbb{R}|C||D|)} \left| \rho[x]^{-1}(t) - \rho[\tilde{x}]^{-1}(t) \right|.
\]
Estimating the latter term, we have, by picking \( s \in [0,T] \) such that \( t = \rho[x](s) \),
\[
\left| \rho[x]^{-1}(t) - \rho[\tilde{x}]^{-1}(t) \right| = |s - \rho[\tilde{x}]^{-1}(\rho[x](s))| \leq C(K,h)|x(s) - \tilde{x}(s)|,
\]
where \( C(K,h) := \sum_{n=0}^\infty (b|C||D|K)^n \) is defined according to Theorem 2.9. Since \( t \in [b,2b] \) and \( \rho[x](\cdot) \) monotonically increasing, we directly have by the nonnegativity of \( x \) that \( 2b \geq t = \rho[x](s) \geq s + b \implies s \leq b \) so that
\[
\|\rho[x]^{-1} - \rho[\tilde{x}]^{-1}\|_{C([b,2b])} \leq C(K,h)\| x - \tilde{x} \|_{C([0,b])}.
\]
Altogether, we obtain for \( t \in [b,2b] \)
\[
\|x - \tilde{x}\|_{C([0,t];\mathbb{R}|C||D|)} \leq \|x(b) - \tilde{x}(b)\|_1 + \|u - \tilde{u}\|_{L^1((b,t);\mathbb{R}|C||D|)} + |C||D|KC(K,h)\|x - \tilde{x}\|_{C([0,b])},
\]
and since \( \|x - \tilde{x}\|_{C([0,t])} \leq \|x - \tilde{x}\|_{C([0,t];\mathbb{R}|C||D|)} \forall t \in [0,T] \), recalling item 4 of Definition 2.1, we have
\[
\|x - \tilde{x}\|_{C([0,t];\mathbb{R}|C||D|)} \leq (2 + |C||D|KC(K,h)) \|u - \tilde{u}\|_{L^1((0,b);\mathbb{R}|C||D|)} + \|u - \tilde{u}\|_{L^1((b,t);\mathbb{R}|C||D|)}
\]
which we can estimate roughly by
\[
\|x - \tilde{x}\|_{C([0,t];\mathbb{R}|C||D|)} \leq (2 + |C||D|KC(K,h)) \|u - \tilde{u}\|_{L^1((0,T);\mathbb{R}|C||D|)}.
\]
This satisfies the stated estimate. Extending it to the full time horizon gives the claim. □

Theorem 3.8 (existence of the network model for (only) continuous routing operators). For \( T \in \mathbb{R}^+ \) let a network with link-delay dynamics as in Definition 2.18 be given, and let the routing operators satisfy \( \mathcal{R} \equiv \mathcal{R}^c \), i.e., let them be continuous in the sense of Definition 2.10, item (C). Then, there exists a continuous solution \( x \in W^{1,\infty}((0,T);\mathbb{R}^{|A||C||D|}) \) on the entire network with \( x^{a,d}(t) \leq \sum_{v \in \mathcal{O}} \|s_{v}^{c,d}\|_{L^1((0,t))} \forall t \in [0,T] \forall a \in \mathcal{A}, (c,d) \in C \times D \).

Proof. The proof consists of two different parts. In the first part, we use the fact that the network is for \( t = 0 \) empty and initialize it. In the second part, we prove subsequently in time the existence of a solution. The proof uses Schauder’s fixed-point theorem to guarantee the existence of a solution by means of a compactness argument.

First, we define some necessary constants, such as the minimal free flow travel time on the entire network and the maximal cycle number (i.e., the number telling how often a flow can in a worst case estimate flow through a cycle):
\[
b_{\min} := \min_{a \in \mathcal{A}} b_a, \quad K := \left\lceil \frac{T}{b_{\min}} \right\rceil.
\]
Since the routing at time $t \in [0, T]$ is a function of the solution on the network $\mathbf{x}(s), s \in [0, t]$, it becomes necessary to solve the entire network simultaneously. However, due to the delay character of the considered dynamical system (link-delay model), for $t \in [0, b_{\text{min}}]$ the exit flow is according to (2.20) zero on every link, decoupling and thus simplifying the problem significantly. We have in this case only to study the following system of integral equations—assuming for clarity a network with numbered links $\{a_1, \ldots, a_n\} = \mathcal{A}$, for $n := |\mathcal{A}|$—

$$
\begin{pmatrix}
\mathbf{x}_{a_1}(t) \\
\mathbf{x}_{a_2}(t) \\
\vdots \\
\mathbf{x}_{a_n}(t)
\end{pmatrix} = 
\int_0^t 
\begin{pmatrix}
\mathbf{s}_{\text{tail}(a_1)}(y) \circ \mathcal{R}^\text{tail}(a_1)[\mathbf{x}, \text{ext}](y) \\
\mathbf{s}_{\text{tail}(a_2)}(y) \circ \mathcal{R}^\text{tail}(a_2)[\mathbf{x}, \text{ext}](y) \\
\vdots \\
\mathbf{s}_{\text{tail}(a_n)}(y) \circ \mathcal{R}^\text{tail}(a_n)[\mathbf{x}, \text{ext}](y)
\end{pmatrix} dy,
$$

(3.7)

where tail$(a) := \{v \in \mathcal{V} : a = (v, \tilde{v})\}$ for $a \in \mathcal{A}$ and $\circ$ defines the componentwise multiplication of two vectors and allows us to formulate (3.7) in a rather compact way by intrinsically containing different commodities and destination pairs.

Defining the operator

$$
\mathbf{F} : C \left([0, b_{\text{min}}]; \mathbb{R}^{|\mathcal{A}| \times |\mathcal{C}| \times |\mathcal{D}|}\right) \rightarrow C \left([0, b_{\text{min}}]; \mathbb{R}^{|\mathcal{A}| \times |\mathcal{C}| \times |\mathcal{D}|}\right),
$$

$$
\mathbf{x} \mapsto \left(t \mapsto \int_0^t 
\begin{pmatrix}
\mathbf{s}_{\text{tail}(a_1)}(y) \circ \mathcal{R}^\text{tail}(a_1)[\mathbf{x}, \text{ext}](y) \\
\mathbf{s}_{\text{tail}(a_2)}(y) \circ \mathcal{R}^\text{tail}(a_2)[\mathbf{x}, \text{ext}](y) \\
\vdots \\
\mathbf{s}_{\text{tail}(a_n)}(y) \circ \mathcal{R}^\text{tail}(a_n)[\mathbf{x}, \text{ext}](y)
\end{pmatrix} dy \right),
$$

this operator is a self-mapping on the set

$$
\Omega_{b_{\text{min}}} := \left\{ \mathbf{x} \in W^{1, \infty}\left((0, b_{\text{min}}); \mathbb{R}^{|\mathcal{A}| \times |\mathcal{C}| \times |\mathcal{D}|}\right) : \right. \\
\left. \|\mathbf{x}^{c,d}_a\|_{W^{1, \infty}((0, b_{\text{min}}))} \leq \max\{1, b_{\text{min}}\} \|\mathbf{s}_{\text{tail}}(a)\|_{L^\infty((0, b_{\text{min}}))} \forall (a, c, d) \in \mathcal{A} \times \mathcal{C} \times \mathcal{D} \right\}
$$

due to the essential bound on the routing operator $\mathcal{R}^\mathcal{C}$ by 1 as postulated in Definition 2.10 (this is a property which is independent of the specific routing.)

Now, we claim that the operator is continuous in the uniform topology. For this, let $\mathbf{x}, \tilde{\mathbf{x}} \in C([0, T]; \mathbb{R}^{|\mathcal{A}| \times |\mathcal{C}| \times |\mathcal{D}|})$ be given; we obtain for $t \in [0, b_{\text{min}}]$ by the assumption on the continuous routing as in Definition 2.12, item (C),

$$
|\mathbf{F}[\mathbf{x}](t) - \mathbf{F}[\tilde{\mathbf{x}}](t)| \leq \max_{(c,d,v) \in \mathcal{C} \times \mathcal{D} \times \mathcal{V}} \left\| \mathbf{s}^{c,d}_v \right\|_{L^\infty((0, b_{\text{min}}))} \\
\cdot \max_{(a, c, d) \times \mathcal{A} \times \mathcal{C} \times \mathcal{D}} \left\| \mathcal{R}^\text{tail}(a),c,d[\mathbf{x}, \text{ext}] - \mathcal{R}^\text{tail}(a),c,d[\tilde{\mathbf{x}}, \text{ext}] \right\|_{L^1((0, b_{\text{min}}))},
$$

the continuity of $\mathbf{F}$ on $\Omega_{b_{\text{min}}}$.

As the right-hand side of the previous estimate is uniform in $t \in [0, b_{\text{min}}]$, the fixed-point mapping $\mathbf{F} : \Omega_{b_{\text{min}}} \rightarrow \Omega_{b_{\text{min}}}$ is continuous in the uniform topology. In addition, $\Omega_{b_{\text{min}}}$ is
convex and closed in the uniform topology, i.e., \( \Omega_{b_{\min}} \subseteq C([0,b_{\min});\mathbb{R}^{[A][C][D]}] \) = \( \Omega_{b_{\min}} \). In addition, by Ascoli–Arzelà [12, Theorem 4.25] \( \Omega_{b_{\min}} \subseteq C([0,T];\mathbb{R}^{[A][C][D]}), \) i.e., \( \Omega_{b_{\min}} \) is compactly embedded in \( C([0,T];\mathbb{R}^{[A][C][D]}). \) Thus, we can apply on the fixed-point problem as posed in (3.7) Schauder’s fixed-point theorem [64, Corollary 2.13] and obtain a solution \( x^* \in \Omega_{b_{\min}} \) on \([0,b_{\min})\).

Having this existence result, we pass to the next time intervals \([kb,(k+1)b]\) with \( k \in \{1,\ldots,K-1\} . \) As pointed out in the previous proofs, now the outflow is not necessarily zero anymore but was determined at the time interval \([kb,(k+1)b]\) from the solution at \([0,kb] . \) Thus, the outflow is given, and there is no need to consider it in the fixed-point equation as variable value even though it goes in as a function.

We can thus define the fixed-point operator for

\[
\begin{align*}
\Omega_{k-b_{\min}} := \{ x \in W^{1,1}((0,(k+1)b_{\min}));\mathbb{R}^{[A][C][D]} ) : x|_{[0,kb_{\min}]} \equiv x^* \land, \\
\|x^d\|_{W^{1,\infty}((0,(k+1)b_{\min}))} \leq \max \{ 1, b_{\min} \} K \|s_{\text{tail}(a)}^c\|_{L^\infty((0,(k+1)b_{\min}))} \forall (a,c,d) \in A \times C \times D \}, \\
F^{(k)} : \\
x \mapsto t \mapsto x(k \cdot b_{\min}) + \int_{k-b_{\min}}^{t} \left( r^*_{\text{tail}(a_1)}(y) \circ R_{a_1}^{\text{tail}(a_1)}[x,\text{ext}](y) \\
+ r^*_{\text{tail}(a_2)}(y) \circ R_{a_2}^{\text{tail}(a_2)}[x,\text{ext}](y) \\
\vdots \\
+ r^*_{\text{tail}(a_n)}(y) \circ R_{a_n}^{\text{tail}(a_n)}[x,\text{ext}](y)
\right) dy \\
- \int_{b_{\min}}^{t} G[x(k-1)](s) ds
\end{align*}
\]

with \( G[x(k-1)](s) := (g_a[u_a,x_a,\hat{x}_a](s))_{a \in A} \) only dependent on the solution \( x \) and \( u \) on time horizon \([0,k \cdot b_{\min}] \) (for this delay character see Theorem 2.9 and Lemma 3.7). As in the first step this fixed-point mapping is continuous in the uniform topology and also compact. Again, using the same argumentation and applying Schauder’s fixed-point mapping we obtain the existence of a solution. This can be continued iteratively w.r.t. \( k \in \{2,\ldots,K\} \) until one approaches the finite time horizon \( T \in \mathbb{R}_{>0} . \) Thus, a solution of the ODE delay system has been constructed.

So far we have shown for \( (L)-\)continuous routing operators and for delay-type routing existence and uniqueness of a solution on the network model (Definition 2.18). In the following Remark 3.9, by usage of the Example 2.17, we show not only that item (C) in Definition 2.12 is not sufficient to obtain uniqueness but also that the delay property in (2.11) of item (B) in Definition 2.12 cannot be substantially weakened to obtain uniqueness of the solution via delay-type routing operators.

Remark 3.9 (vanishing-type delay and nonuniqueness of solution). In Definition 2.12, item (B), we allow the operator \( \mathcal{R}D \) to be discontinuous w.r.t. \( x \) as long as we have the delay function fulfilling (2.11). We postulate for every \( i \in \{1,\ldots,N\} \) the existence of a \( t_i \in (t_i,\tilde{t}_i] \) such that \( \delta_a^d(t) \leq t_i \) for every \( t \in [t_i,\tilde{t}_i] \). Now, we drop this condition by defining

\[
\begin{align*}
t_1 := 0, \quad t_2 := T, \\
\delta_a^{1,u}(t) := \frac{t}{22} \forall t \in [0,T],
\end{align*}
\]
and, moreover, we take an explicit, continuous—but not (L-)continuous—routing operator. Consider now the network illustrated in Figure 4 (left), and define \( T := 5, \mathcal{C} := \{1\}, \mathcal{O} := \{v_1\}, \mathcal{D} := \{v_4\}, n_{\text{ext}} \in \mathbb{N}_{\geq 1} \), and for \( t \in [0, T] \)

\[
b_{a_1} := b_{a_2} := b \in \mathbb{R}_{>0}, \quad (h_{a_1}, h_{a_2}) := (2, 2), \quad (h_{a_3}, h_{a_4}) := (0, 0).
\]

Furthermore, let \( \mathbf{ext} \in L^{\infty}((0, T); \mathbb{R}^{n_{\text{ext}}}) \) be arbitrary but fixed and \( R^{1,v_4}_{a_1}[x, \mathbf{ext}](t) := \min \{42 \sqrt{x_{a_1}(t)}, 1\} \). Due to the partition of the unity as in (2.10) we obtain for every \( t \in [0, T] \)

\[
R^{1,v_4}_{a_1}[x, \mathbf{ext}](t) := 1 - \min \left\{ 42 \sqrt{x_{a_1}(t)}, 1 \right\}, \quad R^{1,v_4}_{a_3} := 1, \quad R^{1,v_4}_{a_4} := 1.
\]

This defines a continuous routing operator since for every \( x, \tilde{x} \in C([0, T]; \mathbb{R}^4) \) we obtain for every \( t \in [0, T] \)

\[
|R^{1,v_4}_{a_1}[x, \mathbf{ext}](t) - R^{1,v_4}_{a_1}[\tilde{x}, \mathbf{ext}](t)| = \left| \min \left\{ 42 \sqrt{x_{a_1}(t)}, 1 \right\} - \min \left\{ 42 \sqrt{\tilde{x}_{a_1}(t)}, 1 \right\} \right| \\
\leq 42 \left\| \sqrt{x_{a_1}(\cdot)} - \sqrt{\tilde{x}_{a_1}(\cdot)} \right\|_{C([0,T])} \\
\leq 42 \sqrt{\|x - \tilde{x}\|_{C([0,T]; \mathbb{R}^4)}}.
\]

For \( t \in [0, \min\{2, b\}] \) and \( s_{v_1} := 1 \) solving the following initial value problem

\[
\dot{x}_{a_1}(t) = 42 \sqrt{x_{a_1}(t)}, \quad x_{a_1}(0) = 0
\]

yields infinitely many different solutions, and in the following two of those are considered, namely, \( x_{a_1}^* \) and \( x_{a_1}^{**} \) defined as \( x_{a_1}^* := 0 \) and \( x_{a_1}^{**}(t) := \frac{t^2}{T} \). Thus, for \( t \in [0, \min\{2, b\}] \) solutions \( x_{a_2} \) on \( a_2 \) must fulfill \( x_{a_2}(t) = t - x_{a_1}(t) \), and we also obtain \( x_{a_3} := x_{a_4} := 0 \). Therefore, there exist infinitely many solutions on the network following the proposed dynamic. This shows the necessity of postulating a Lipschitz-continuous routing or a delay routing to obtain uniqueness. Of course, the presented counterexample is one of the “famous” counterexamples of uniqueness in the theory of ODEs (for instance, compare [25, Example 1.2]).


In this section, we will use the developed framework to instantiate common routing operators. We will consider routing which satisfies one of the conditions in Definition 2.12 but also routing operators which do not satisfy these conditions.

Definition 4.1 (order in \( \mathcal{P}^{v,d} \)). Let \( \mathcal{P}^{v,d} \) for \((v, d) \in \mathcal{V} \times \mathcal{D} \) be given as in Definition 2.2. Then, with a slight abuse of notation we assume now that the elements in \( \mathcal{P}^{v,d} \) are ordered and define this as \( \mathcal{P}^{v,d}_o := (\mathcal{P}^{v,d}_{o(1)}, \ldots, \mathcal{P}^{v,d}_{o(e^d)}) \) for the given ordering \( o^{v,d} : \{1, \ldots, l^{v,d}\} \to \mathbb{N}_{\geq 1} \) and \( e^d := |\mathcal{P}^{v,d}| \).

The specified order in Definition 4.1 is not important, and the ordering itself is from a mathematical point of view no problem as the set is finite. We only require to be able to distinguish all different routes as distinct routes might have the same travel time so that the following Definition 4.2 would otherwise not make sense.
Definition 4.2 (path travel time). Let \((v, d) \in V \times D\) as in Definition 2.2 be given. Then, we define for \(t \in [0, T]\) the set \(X^{v,d}(t)\) of the involved path flows from node \(v\) to destination \(d\), where \(x_a \in C([0, T]; \mathbb{R}^{||D||})\), \(a \in A\), as

\[
X^{v,d}(t) := \bigcup_{p \in \mathcal{P}^{v,d}} \left\{ \left( x_{p_1}^T(t), \ldots, x_{\text{pos}(p)}^T(t) \right)^T \right\}, \quad t \in [0, T].
\]

Let the travel time \(\tau_a[x_a]\) on every arc \(a \in A\), \(\ell := |\mathcal{P}^{v,d}|\) and \(\mathbf{P}^{v,d}\) from Definition 4.1 be given. After redefining its components—for a better readability—respectively, to \(\tilde{p}^1, \ldots, \tilde{p}^\ell\), we define the vector of possible travel times \(\tau^{v,d}\) from node \(v\) to destination \(d\) by

\[
\tau^{v,d}[X^{v,d}(t)] := \left( \sum_{i=1}^{\text{len}(\tilde{p}^1)} \tau_{p_i^1} \left[ x_{p_i^1}^T(t) \right], \ldots, \sum_{i=1}^{\text{len}(\tilde{p}^\ell)} \tau_{p_i^\ell} \left[ x_{p_i^\ell}^T(t) \right] \right), \quad t \in [0, T],
\]

\[
= \left( \sum_{i=1}^{\text{len}(\tilde{p}^1)} \tau_{p_i^1} \left[ x_{p_i^1}^T(t) \right], \ldots, \sum_{i=1}^{\text{len}(\tilde{p}^\ell)} \tau_{p_i^\ell} \left[ x_{p_i^\ell}^T(t) \right] \right), \quad t \in [0, T],
\]

Remark 4.3 (notation of vector of possible travel times). To obtain a similar structure between \(X\) and the vector of possible travel times in Definition 4.2, we would have preferred to also define \(\tau^{v,d}\) as a set over \(p \in \mathcal{P}^{v,d}\). However, since we will need an ordered structure and some path travel times in Definition 2.18 could coincide, we accept this apparent "inconsistency."

Using Definition 4.2 we obtain a vector that contains the travel time on all possible paths \(\mathcal{P}^{v,d}\). The travel time on a path is equivalent to the summation of the travel time on all arcs contained in the path.

Example 4.4 (topology of networks continued). Considering again the network illustration in Figure 3 with the network in Example 2.17, we now explain the meaning of \(X^{v,d}\) and \(\mathbf{P}^{v,d}\). For simplicity we only show \(X^{v_2,v_6}, \mathbf{P}^{v_2,v_6}\), and \(\mathbf{P}^{v_2,v_7}\). We have for \(t \in [0, T]\)

\[
X^{v_2,v_6}(t) = \left\{ \left( x_{a_3}^{v_6}(t), x_{a_3}^{v_6}(t), x_{a_3}^{v_7}(t), x_{a_3}^{v_6}(t), x_{a_3}^{v_6}(t), x_{a_3}^{v_7}(t) \right), \right.
\]

\[
\left. \left( x_{a_7}^{v_6}(t), x_{a_7}^{v_6}(t), x_{a_7}^{v_7}(t), x_{a_7}^{v_6}(t), x_{a_7}^{v_6}(t), x_{a_7}^{v_7}(t) \right) \right)^T,
\]

\[
\left( x_{a_4}^{v_6}(t), x_{a_4}^{v_6}(t), x_{a_4}^{v_7}(t), x_{a_4}^{v_7}(t), x_{a_4}^{v_6}(t), x_{a_4}^{v_7}(t) \right)^T \}.
\]

and

\[
\mathbf{P}^{v_2,v_6} = \left( (a_3, a_7), (a_4) \right),
\]

\[
\mathbf{P}^{v_2,v_7} = \left( (a_2, a_9), (a_3, a_6, a_5, a_9), (a_3, a_{10}), (a_4, a_8, a_6, a_5, a_9), (a_4, a_8, a_9, a_{10}) \right).
\]

For the following routing definitions we heavily rely on the arg min function, which we define as follows.
Definition 4.5 (arg min function). Let a set of elements \( \{ y_i \in \mathbb{R} : i \in \mathcal{M} \} \) where \( \mathcal{M} \) defines some set be given. Then, we define

\[
\arg \min_{i \in \mathcal{M}} y_i := \{ m \in \mathcal{M} : y_m \leq y_i \ \forall i \in \mathcal{M} \}.
\]

Definition 4.5 allows us to find paths \( \mathcal{P}^{v,d} \) ordered by travel time, which we use in Routings 4.6–4.11.

Routing 4.6 (shortest next link). Given \( v \in \mathcal{V}, d \in \mathcal{D} \), and \( a \in \mathcal{A}^{d}_{out}(v) \) we define shortest next link routing as

\[
\mathcal{B}^{c,d}_{a}[x, \text{ext}](t) := \begin{cases} 
|\mathcal{M}(t)|^{-1} & \text{if } a \in \mathcal{M}(t), \\
0 & \text{else}
\end{cases}
\]

with \( \mathcal{M}(t) := \arg \min_{\tilde{a} \in \mathcal{A}^{d}_{out}(v)} \tau_{\tilde{a}}[x_{\tilde{a}}](t) \)

for every \( t \in [0, T] \) and \( \mathcal{A}^{d}_{out}(v) \) as in Definition 2.2.

Remark 4.7 (shortest next link Routing 4.6). This routing assigns all the flow to the roads contained in \( \mathcal{A}^{d}_{out}(v) \) leaving the node \( v \) which has the lowest travel time. In case, there is only one route, i.e., \( |\mathcal{M}(t)| = 1 \) at time \( t \in [0, T] \); all flow is sent onto this route. The case considered corresponds to a situation in which drivers can physically see the next link that they will be travelling to and can therefore assess the travel time on that link, but not on future links.

Clearly, shortest next link is not Lipschitz-continuous w.r.t. \( x \) as it might jump from one link to another, and neither continuous. However, it still satisfies Definition 2.10. The only thing which has to be shown for this is the measurability of this routing, as the other properties follow by construction. There, the measurability follows by the continuity of the travel times \( \tau_{\tilde{a}}[x_{\tilde{a}}] \) and by Lemma 4.23.

Routing 4.8 (weighted path distribution next link). Given \( v \in \mathcal{V} \) and \( d \in \mathcal{D} \) we define weighted path distribution next link routing as

\[
\mathcal{B}^{c,d}_{a}[x, \text{ext}](t) := \frac{\exp(-\tau_{a}[x_{a}](t))}{\sum_{\tilde{a} \in \mathcal{A}^{d}_{out}(v)} \exp(-\tau_{\tilde{a}}[x_{\tilde{a}}](t))} \quad t \in [0, T]
\]

and \( \mathcal{A}^{d}_{out}(v) \) as in Definition 2.2.

Remark 4.9 (weighted path distribution next link Routing 4.8). The routing in Routing 4.8 can be interpreted as a smoothed version of Routing 4.6. It assigns flow on the outgoing links weighted with the exponential function dependent on the travel time on the specific link. Clearly, it satisfies the Lipschitz-continuity in Definition 2.12 so that we indeed obtain existence and uniqueness of a solution on the entire network considered. However, one drawback might be that on every link \( a \in \mathcal{A}^{d}_{out}(v) \) traffic is assigned, even if it might be a very small amount (when travel time is high). On the other hand, as we consider a macroscopic modelling of traffic flow, this might be reasonable.

Routing 4.10 (shortest path). Given \( v \in \mathcal{V} \) and \( d \in \mathcal{D} \) we define shortest path routing for \( t \in [0, T] \) as

\[
\tilde{a} \in \left\{ \mathbf{p}_{1} : \mathbf{p} \in \arg \min_{\mathbf{p} \in \mathcal{P}^{v,d}} \mathcal{X}^{v,d} \left( \mathbf{X}^{v,d} \right)(t) = \mathcal{M}(t), \quad \mathcal{B}^{c,d}_{\tilde{a}}[x, \text{ext}](t) := |\mathcal{M}(t)|^{-1}
\]

with \( \mathbf{X} \) and \( \mathbf{\tau} \) as in Definition 4.1 and Definition 4.2.
Remark 4.11 (shortest path Routing 4.10). In Routing 4.10 we consider the case in which the travel time on all available paths is known and therefore the shortest paths are known as well. This corresponds to a situation in which drivers use navigation apps (such as Google maps, Apple maps, Waze, etc.) to determine which path to use.

This routing can be interpreted as the global (w.r.t. the network) version of Routing 4.6. It is, as pointed out before, neither Lipschitz-continuous nor continuous (compare Remark 4.7), but one can obtain well-posedness of solutions if delayed. See also Remark 4.24 for why this routing is highly nontrivial.

Routing 4.12 (weighted path distribution). Given \( v \in V \) and \( d \in D \) we define weighted path distribution routing as

\[
\mathcal{R}^{c,d}_a[x, \text{ext}](t) := \sum_{p \in P_{c,d}^v} \frac{e^{-\langle \tau^{v,d} \rangle_{p}(t)}}{\sum_{\tilde{p} \in P_{c,d}^v} e^{-\langle \tau^{v,d} \rangle_{\tilde{p}}(t)}}, \quad t \in [0, T].
\]

Remark 4.13 (weighted path distribution). Routing 4.12 uses as Routing 4.8 a logit function to distribute flow among possible paths. Flow is distributed in such a way that paths with lower travel time acquire more flow and paths with longer travel time acquire less flow. In this case, the utility of each path is equivalent to the exponential of (negative) travel time along that path.

This routing is again a global version (w.r.t. the network) of Routing 4.8 and also satisfies the Lipschitz-continuity in Definition 2.12 so that there exists—according to Theorem 3.4—a unique solution on the entire network.

Routing 4.14 (shortest mini path). Given \( (v, d) \in V \times D \) and \( k \in \mathbb{N} \geq 1 \) we define shortest mini path routing for \( t \in [0, T] \) as

\[
\text{arg min}_{p \in P_{v,d}} \tau^{v,d}_k[x, t] := \mathcal{M}(t), \quad \mathcal{R}^{c,d}_a[x, \text{ext}](t) := |\mathcal{M}(t)|^{-1},
\]

where \( \tau^{v,d}_k \) is analogously to Definition 4.2 defined as

\[
\tau^{v,d}_k[x,v,d](t) := \left( \min_{i=1}^{\min\{k, \text{len}(p)\}} \tau_{p_{i,1}}[x, t], \ldots, \min_{i=1}^{\min\{k, \text{len}(p)\}} \tau_{p_{i,n}}[x, t] \right) \quad t \in [0, T].
\]

Routing 4.15 (shortest end path and related routing). In case the routing operator \( \mathcal{R}^{c,d}_a \) for given \( (a, c, d) \in A \times C \times D \) does not depend on \( x_a \), \( a \in A_{\text{out}}(v) \), i.e.,

\[
\mathcal{R}^{c,d}_a[x] \equiv \mathcal{R}^{c,d}_a[x] \quad \forall x \in C \left([0, T]; \mathbb{R}^{|A||C||D|} \right)
\]
with $\tilde{x}_a(x) := \{ x_a : a \in A \setminus \text{out}(v) \}$ no continuity or Lipschitz-continuity of $R$ is required. $R$ has only to satisfy Definition 2.10 and is not allowed to use information about the status of the network in future times to obtain a unique solution on the network. Existence and uniqueness are due to the fact that we have dynamics with a delay $> 0$ so that the independence of the routing operator from the status of the links leaving the corresponding nodes can be interpreted as a type of “delayed routing.”

One realization of such a routing operator would be considering the shortest path without paying attention to the travel time contribution of the leaving nodes, i.e., given $v \in V$ and $d \in D$ we define shortest end path routing for $t \in [0, T]$ and $k \in \mathbb{N}_{\geq 1}$ as

$$
\text{for } \hat{a} \in \{ p \in P^v \mid \text{arg min}_{p \in P^v} \tau_{\text{end}, k}^{v, d} [x] (t) \} := M(t), R_{\hat{a}}^{v, d}[x, \text{ext}](t) := |M(t)|^{-1}
$$

with $\tau_{\text{end}, k}^{v, d}$ similar to Definition 4.2 defined by

$$
\tau_{\text{end}, k}^{v, d} [x] (t) := \left( \sum_{i=k}^{\text{len}(p_1)} \tau_{p_{1,i}} [x_{p_{1,i}}] (t), \ldots, \sum_{i=k}^{\text{len}(p)} \tau_{p_{i,i}} [x_{p_{i,i}}] (t) \right), \quad t \in [0, T]
$$

$$
= \left( \sum_{i=k}^{\text{len}(p)} \tau_{p_i} [x_p] (t) \right)_{p \in P^v}
$$

Such a routing might be questionable from the point of view of applications as routing which is based on at most real time information should take particular care of the traffic situation in a close neighborhood as not so much can be said about the future. However, one argument for such a routing might be that all the nodes are sufficiently short so that the adjacent links to the considered nodes might be negligible.

Independent from the point of view of applications, this shows a nice mathematical property as the delay character (or hyperbolic character of having information only travelling with finite speed) automatically resolves any well-posedness problems of the ODE system.

Routing 4.16 (routing with delay). All of the above introduced routing policies can incorporate delay by using travel time information from a previous time $t - \tilde{t}$ instead of current time $t$. Then, all the routings necessarily imply well-posedness and uniqueness of solutions as pointed out in Theorem 3.1, and no continuity or Lipschitz-continuity is required.

Routing 4.17 (static user equilibrium). Following [47] and the delay routing, we can determine the routing for a given and fixed time segment by using a stationary traffic assignment. For that, assume that we have for given $K \in \mathbb{N}_{\geq 1}$ $t_i \in [0, T], i \in \{1, \ldots, K\}, t_i < t_{i+1}$. Then, arriving at time $t \in \{ t_i : i \in \{1, \ldots, K\} \}$ we know the status of the network $x(t)$ and thus also the travel time $\tau_a(x_a)(t)$ for every $a \in A$. Then, we determine the routing between $[t_i, t_{i+1})$ as constant routing by the following optimization problem:

Using the status of the network to determine the free-flow travel time on link $a \in A$, we can define stationary travel time functions $tt_a$ as

$$
(4.5) \quad tt_a(x) := \tau_a(x_a)(t) + h_a x, \quad a \in A, x \in \mathbb{R}_{\geq 0},
$$
where $h_a$ are the constants in Definition 2.18. As origin-destination pairs for the stationary model we use the flow located at the considered time at the node $v$, i.e., at $v \in V$

$$d_v^c := s^c_v(t) + \sum_{a \in A_{in}(v)} g^c_a[u_a, x_a, \dot{x}_a](t)$$

so that one can solve the stationary Wardrop’s condition [62] by the following minimization problem:

$$
\min_y \sum_{a \in A} \int_0^t y_a(s) \, dt, \quad y^a_c = y^a, \quad a \in A,
$$

$$
\sum_{v \in V} h^c_v = d^c_v,
$$

$$h \geq 0,$$

$$\sum_{(v,d) \in V \times D} \sum_{r \in P^{v,d}} \delta^{c,d,v}_r = y_a, \quad a \in A$$

with the tensor

$$\delta^{c,d,v}_r := \begin{cases} 
1 & \text{route } r \in P^{v,d} \text{ uses link } a, \\
0 & \text{else}
\end{cases} \quad a \in A, \quad r \in P^{v,d}, \quad (v, d) \in V \times D$$

and $h^c_v$ the route flow between origin $v \in V$ and $d \in D$ for commodity $c \in C$ and the route $r \in P^{v,d}$. Having solved this convex optimization problem which admits a unique solution, one can obtain the routing by taking the ratios of the assigned flow, i.e., for $(c,v) \in C \times V$

$$R_a^c(t) := \frac{y_a}{\sum_{a \in A_{out}(v)} y_a}, \quad a \in A_{out}(v).$$

Due to the proposed structure of solving these stationary problems for a constant assignment between $(t_i, t_{i+1})$, $i \in \{1, \ldots, K-1\}$ the framework fits into the introduced delay framework in Definition 2.12 so that we obtain by Theorem 3.1 a unique solution on the network.

One drawback of the proposed routing consists of the fact that travel time is assumed to increase affine linearly in time while in the usual stationary traffic assignment literature higher order polynomials or other significantly stronger increasing functions are considered. Clearly, we could also optimize over these functions, but to stick with affine linear increase of travel time in the framework of the time-dependent link-delay model, we chose the linear dependency. On the other hand, as the routing is redetermined after a small time (assuming that we have sufficiently many $t_i$), this might be no problem after all.

A similar approach as in Routing 4.17 can be used to aim for the stationary social optimum at every time horizon.

Routing 4.18 (static social optimum). Do the same as in Routing 4.17 but replace the objective function by

$$\sum_{a \in A} \int_0^t y_a(s) \, dt + s \cdot \dot{t}_a(s) \, ds = \sum_{a \in A} y_a \cdot \dot{t}_a(y_a).$$
Routing 4.19 (velocity- and energy-based routing). In our analysis, we have not taken into account a dependency of the routing operator on velocity (i.e., \( \dot{x} \) or acceleration (i.e., \( \ddot{x} \) as long as it exists). This has its reason in the modeled dynamics: Having velocity showing up in the right-hand side of the ODDE system in (2.15) due to (2.22) due to the routing operator would complicate things, and the previously described approaches would not work anymore.

For the second order derivative we would not even have existence as the entering data might not be sufficiently smooth.

However, by approximating velocity and acceleration by finite differences, we can model these impacts as well. Writing for \( \delta t \in (0, T) \)

\[
\mathcal{R}_{ve}[x](t) := \mathcal{R} \left[ \frac{x_0 P_{[0,t]} - x_0 P_{[0,t-\delta t]}}{\delta t} \right](t), \quad t \in [0, T],
\]

\[
\mathcal{R}_{ac}[x](t) := \mathcal{R} \left[ \frac{x_0 P_{[0,t]} - 2 x_0 P_{[0,t-\delta t]} + x_0 P_{[0,t-2\delta t]}}{(\delta t)^2} \right](t), \quad t \in [0, T],
\]

could give routing \( \mathcal{R}_{ve} \) based on the average velocity and \( \mathcal{R}_{as} \) based on average acceleration when \( \mathcal{R} \) is any continuous or Lipschitz-continuous routing operator as in Definition 2.12.

Both variables, velocity and acceleration, represent important factors on the energy consumption. All the detailed theory, in particular Theorem 3.1, Theorem 3.4, and Theorem 3.8, still holds true.

Routing 4.20 (routing with memory). Another instantiation of routing taking into account history in a more analytical framework consists of an averaging over time (nonlocal in time), i.e.,

\[
\mathcal{R}[x](t) := \mathcal{R} \left[ \frac{1}{T} \int_0^T x(s) \gamma(s) \, ds \right](t), \quad t \in [0, T]
\]

for a function \( \mathcal{R} \) which satisfies (2.10) and is Lipschitz-continuous or continuous. Then, Theorem 3.8 and Theorem 3.4 would still hold.

Furthermore, one could think of memory-based/nonlocal approximation of the density within the routing operator, i.e., for \( \epsilon \in \mathbb{R}_>0 \)

\[
\mathcal{R}[x](t) := \mathcal{R} \left[ \frac{1}{\min(\epsilon, T)} \int_{\max(0, t-\epsilon)}^t x(s) \gamma(s) \, ds \right](t), \quad t \in [0, T].
\]

Routing 4.21 (routing with capacity constraints). The DTA system presented in Definition 2.18 does not have any constraints w.r.t. the flow. For instance, capacity constraints on edges are not considered (as they could lead to a not well-posed system in the end). However, the routing operators allow us to also integrate capacity constraints in a "weak sense," meaning that they are followed as long as it is possible and otherwise a constant flow is assigned which might actually violate these constraints. To detail this, let \( x_{a}^{\text{max}} \in \mathbb{R}_>0, a \in A \) be the capacity constraints on all the given edges in the network. Then, we define the routing at \( v \in V \) for \( (c, d) \in C \times D \) as

\[
\mathcal{R}_{\hat{a}}^{\text{d}}[x, \text{ext}](t) := \frac{\max(0, x_{a}^{\text{max}} - x_a(t))}{1 + \sum_{a \in \hat{a}_\text{out}(v)} \max(0, x_{a}^{\text{max}} - x_a(t))}, \quad a \in \hat{a}_\text{out}(v), \quad t \in [0, T].
\]
Then, a proportion of traffic would be assigned equally to all the leaving arcs \( a \in \mathcal{A}_{\text{out}}(v) \) and another proportion dependent on the congestion state of the traffic, i.e., the measure \( x_a^{\text{max}} - x_a(t) \). If the latter expression is greater zero, flow would still be assigned, and the larger it is—the less traffic flow on the specific edge—the more flow would be assigned to the edge. Clearly, this operator is Lipschitz-continuous in the sense of Theorem 3.4 so that we obtain a unique solution on the entire network. One could again interpret it as a smoothed version of Routing 4.6.

Routing 4.22 (routing explicitly depending on externalities). Since the state and the capacity of several roads can change in course of time due to weather conditions, accidents, road blockades, or other events, it is reasonable to consider in every presented routing these time-dependent effects as a direct impact on the respective arc. Modeling these impacts, one could, for instance, realize them by a damping of the impact of the solution on the considered road. Thus, our routing operators \( R_c^{\text{ext}} \) could be formulated by

\[
R[x, \text{ext}] := \hat{R}[\text{diag}(<\text{ext}>x)],
\]

where \( \hat{R} \) is an appropriate operator, \( \text{ext} \in L^\infty((0,T); \mathbb{R}^{|\mathcal{A}||\mathcal{C}||\mathcal{D}|}) \), and \( t \mapsto \text{diag}(<\text{ext}(t)> \) is a diagonal matrix–valued function whose diagonal entries are the components of \( \text{ext} \).

As the routing operator depends on \( \text{ext} \), it is also possible to use \( \text{ext} \) for changing the network topology after a given amount of time, i.e., the previously described road accident, etc. might result in a shut-down of a specific road over a given time horizon. However, this is only possible if the feasibility of the network is still guaranteed, i.e., there still exists a route between every \( \text{OD} \) pair.

To conclude this section, we provide the already mentioned lemma concerning the measurability of shortest path routing and an example which shows that the a priori link assignment defined within this routing has to be adapted w.r.t. the network parameters. Otherwise, we can obtain an ill-posed behavior of the flow. It is clear that the results can analogously be claimed also for the shortest next link routing.

Lemma 4.23 (measurability of \( \text{arg min} \)-mappings). Let \( n \in \mathbb{N}_{\geq 1}, \mathcal{M} := \{1, \ldots, n\}, \) and \( f_1, \ldots, f_n \in C([0,T]). \) Then, the mapping \( [0,T] \ni t \mapsto |\text{arg min}_{i \in \mathcal{M}} f_i(t)| \) is Lebesgue-measurable.

Proof. Since we have a finite number of functions, we have \( \arg \min_{i \in \mathcal{M}} f_i(t) \neq \emptyset \) for every \( t \in [0,T] \). Now, let \( k \in \mathcal{M} \) be arbitrary. Then, we obtain after defining \( i^{\mathcal{M}} := \min\{i : i \in \mathcal{M}\}\) for \( \mathcal{M} \subset \mathcal{M} \)

\[
\left\{ t \in [0,T] : \left| \arg \min_{i \in \mathcal{M}} f_i(t) \right| = k \right\} = \bigcup_{\substack{\mathcal{M} \subset \mathcal{M} \\text{ s.t.} \\left| \mathcal{M} \right| = k \}} \left( \bigcup_{i \in \mathcal{M}} \{t \in [0,T] : f_i(t) = f_i(t)\} \cap \bigcap_{j \in \mathcal{M} \setminus \mathcal{M}} \{t \in [0,T] : f_i(t) < f_j(t)\} \right).
\]

All of these subsets of \([0,T]\) are Borel-measurable due to the continuity of the functions \( f_1, \ldots, f_n \). Thus, \( t \mapsto |\arg \min_{i \in \mathcal{M}} f_i(t)| \) is Lebesgue-measurable.
Now, simplify the notation of the routing. We define a general shortest routing between only one commodity and only one destination node, we omit the notation of the superscripts and define
\[ R = \{, \}, \] with
\[ h_{a_1} := 1, h_{a_2} := 3, h_{a_3} := 4, h_{a_4} := 2, \quad b_{a_1} := b_{a_2} := b_{a_3} := b_{a_4} := 1, \]
\[ s_{v_1}(t) := s_{v_2}(t) := s_{v_3}(t) := 1 \quad \forall t \in [0, T]. \]

Now, simplify the notation of the routing \( R_{v_1,v_4} \) in \( v_1 \) in the following way. Since we consider only one commodity and only one destination node, we omit the notation of the superscripts 1, \( v_4 \). Next, since real routing can only happen at \( v_1 \) we also omit super index \( v_1 \). Furthermore, we assume that traffic is routed independent of \( \text{ext} \) and omit this dependency as well. We define a general shortest routing between \( v_1 \) and \( v_4 \) for \( a \in \{ a_1, a_2 \} \) as \( R_a[x] \in L^\infty((0, T); [0, 1]) \) with \( R_{a_1}[x](t) + R_{a_2}[x](t) = 1 \) for every \( t \in [0, T] \) and additionally
\[ R_a[x](t) = \begin{cases} 0 & \text{if } a \notin M(t), \\ 1 & \text{if } M(t) = \{a\} \end{cases} \]

with
\[ M(t) := \left\{ p_1 \in \{a_1, a_2\} : p \in \arg \min_{p \in p_1,v_4} \tau_{v_1,v_4}[X_{v_1,v_4}](t) \right\}. \]

Plugging these data in Definition 2.19 we obtain, besides the initial conditions \( x_{a_1}(0) = x_{a_2}(0) = 0 \), the ODE system
\[ \dot{x}_{a_1}(t) = R_{a_1}[x](t) - g_{a_1}[u_{a_1}, x_{a_1}, \dot{x}_{a_1}](t), \]
\[ \dot{x}_{a_2}(t) = (1 - R_{a_1}[x](t)) - g_{a_2}[u_{a_2}, x_{a_2}, \dot{x}_{a_2}](t). \]

Now, we show what structure the instantaneous shortest path routing imposes (at least for small times) such that the upper ODE system (together with the ODEs for \( x_{a_3}, x_{a_4} \)) holds a solution. And more, we illustrate that an even split of the inflow via the already mentioned routing in general will not produce a solution of the network model. For \( t \in [0, T] \) we define
\[ \bar{r}(t) := \int_0^t R_{a_1}[x](s) \, ds, \quad \bar{g}_a(t) := \int_0^t g_a[u_a, x_a, \dot{x}_a](s) \, ds, \quad a \in \{a_1, a_2, a_3, a_4\}, \]

where we omitted for readability reasons the functional dependencies incorporated in the respective integrands in \( \bar{r}, \bar{g} \). We obtain them by rearranging of terms and adding equal terms in both elements of the set where \( \arg \min \) operates on
\[ \mathcal{M}(t) = \arg \min \left\{ \tau_{a_1}[x_{a_1}] + \tau_{a_3}[x_{a_3}](t) + \tau_{a_2}[x_{a_2}] + \tau_{a_4}[x_{a_4}] \right\} \]
\[ = \arg \min \left\{ (h_{a_1} + h_{a_2})\bar{r}(t), h_{a_1}\bar{g}_{a_1}(t) - h_{a_1}\bar{g}_{a_1}(t) + t - g_{a_1}(t) \right\} \]
\[ + h_{a_2}(t - \bar{g}_{a_2}(t)) + h_{a_4}(\bar{g}_{a_2}(t) + t - \bar{g}_{a_2}(t)) \right\}. \]
For \( t \in [0, 1) \) (4.7)–(4.8) simplifies to
\[
\arg \min \{(h_{a_1} + h_{a_2})\tilde{r}(t), (h_{a_2} + h_{a_3} - h_{a_3})t\} = \arg \min \{4\tilde{r}(t), t\}.
\]
Now, since \( 4\tilde{r} \) and \( (t \mapsto t) \) are absolutely continuous and they are both 0 in \( t = 0 \), it can be seen by a contraposition argument that \( 4\tilde{r}(t) = t \) has to be fulfilled for every \( t \in [0, 1) \).

Therefore, after differentiating both sides of the equation \( 4\tilde{r}(t) = t \), we obtain for \( t \in [0, 1) \)
\[
\dot{R}_{a_1}[x](t) = \frac{h_{a_2} + h_{a_3} - h_{a_3}}{h_{a_2} + h_{a_3}} = \frac{1}{4}
\]
which yields
\[
\rho_{a_1}[x_{a_1}](t) = 1 + \frac{5}{4}t, \quad \rho_{a_2}[x_{a_2}](t) = 1 + \frac{12}{4}t, \quad \rho_{a_3}[x_{a_3}](t) = 1 + 5t, \quad \rho_{a_4}[x_{a_4}](t) = 1 + 3t,
\]
and for \( t \in [1, \frac{9}{4}) \) we obtain
\[
\begin{align*}
\tilde{g}_{a_1}(t) &= \int_0^{\rho_{a_1}[x_{a_1}]^{-1}(t)} \frac{1}{4} \, ds = \frac{1}{5} (t - 1), \\
\tilde{g}_{a_2}(t) &= \int_0^{\rho_{a_2}[x_{a_2}]^{-1}(t)} \frac{3}{4} \, ds = \frac{13}{3} (t - 1), \\
\tilde{g}_{a_3}(t) &= \int_0^{\rho_{a_3}[x_{a_3}]^{-1}(t)} \, ds = \frac{1}{5} (t - 1), \\
\tilde{g}_{a_4}(t) &= \int_0^{\rho_{a_4}[x_{a_4}]^{-1}(t)} \frac{1}{4} \, ds = \frac{1}{3} (t - 1).
\end{align*}
\]
Thus, (4.8) simplifies to
\[
\begin{align*}
\arg \min \{ & 4\tilde{r}(t), t + \frac{1}{5}h_{a_1}(t - 1) + \frac{12}{4}(h_{a_4} - h_{a_2})(t - 1) - \frac{1}{4}h_{a_4}(t - 1) \} \\
= & \arg \min \{ 4\tilde{r}(t), \frac{59}{726}t + \frac{136}{195} \}.
\end{align*}
\]
Obviously, \( 4\tilde{r}(1) = 1 \), and analogously to the case \( t \in [0, 1) \), we obtain for \( t \in [1, \frac{9}{4}) \) that this equality must also hold for \( t \in [1, \frac{9}{4}) \) such that it has to hold \( R_{a_1}[x](t) = \frac{59}{726} \) for \( t \in [1, \frac{9}{4}) \).

To sum it up, even if \( M(t) = \{a_1, a_2\} \) for every \( t \in [0, \frac{9}{4}) \), an even split of the inflow in the first node will not lead to a solution for shortest path routing. Even more, the necessary flow ratio which would need to be assigned is a function of the parameters of all involved links (and also sensitive w.r.t. additional inflow and commodity).

Thus, any kind of instantaneous shortest path assignment, if not properly “tuned,” will result in an unstable behavior and contradict itself.

5. Conclusions. The main contribution of this work is the mathematical framework to formalize nonanticipating routing operators in networks for which the routing is determined dynamically by information patterns capable of ingesting the state of each link and features constructed from it (such as its past, or its forecast). As demonstrated in the article, the corresponding mathematical framework necessary to provide existence and uniqueness proofs for the solutions to the problems are complex, even for a simplified link traffic flow model such as the link-delay model. While this model is a crude representation of vehicular traffic, it is important to note that the extension of such proofs for more complex traffic networks is not straightforward, in particular for spatiotemporal models such as PDEs commonly used in traffic flow theory. These difficulties would occur even more with multicommodity models inherently needed for DTA models. In follow-up work, we will extend the properties outlined in the current article to more complex models (in particular convection PDEs) and validate relevance on data obtained from microsimulation tools, calibrated from experimental data for the I210 corridor in California [32].
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