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Anewparadigm for building anEulerian–Lagrangian cell transmissionmodel for air trafficflow is developed. It is

based on an aggregation of track data and is applied to the full National Airspace System in the United States. The

Eulerian–Lagrangian model is based on a multicommodity network flow model constructed from historical air

traffic data. The flow model is reduced to a linear time invariant dynamical system, in which the state is a vector of

aggregate aircraft counts. This model is called a large-capacity cell transmission model in reference to the cell

transmission model in highway traffic, which inspired this work. The predictive capabilities of the model are

successfully validated against recorded air traffic data by showing an accurate match between predicted sector

counts (based onfiledflight plans) andmeasured sector counts. The problemof controlling the sector aircraft count is

posed as an integer program in which the dynamical system appears in the constraints. To improve the

computational time for solving the problem, the integer program is relaxed to a linear program. The computational

results show that a high portion of solutions of the linear program are integers, making this method appropriate for

high-level traffic flow management.

I. Introduction

T HE last few decades have witnessed the almost uninterrupted
growth of U.S. air traffic, which has motivated the design of a

semi-automated air traffic control (ATC) system to help air traffic
controllers manage the increasing complexity of traffic flow in the en
route airspace. Investigations of traffic flow models have been
intensively studied tomitigate the imbalance of demand and capacity
of the National Airspace System (NAS). This paper presents a new
model for optimization-based traffic flowmanagement (TFM). TFM
handles demand management and typically deals with traffic at the
air route traffic control center (ARTCC) level, that is, 10–20 sectors.
TFM problems include maintaining the aircraft count in each sector
below a specified threshold to ease the humanATCworkload, aswell
as to ensure the safety of the flights [1–8].

This task is quite cumbersome; furthermore, extensive traffic
forecast simulations (including all airborne aircraft) are computa-
tionally too expensive to include systematic investigations of traffic
patterns that lead to sector overload. As a result, a new class of traffic
flow models has emerged from recent studies: Eulerian models,
which are control volume based [9]. These are in contrast to
Lagrangian models, which are trajectory based and take into account
all aircraft trajectories [10,11]. Eulerian models have two main
advantages over Lagrangian models: 1) they are computationally
tractable, and their computational complexity does not depend on the
number of aircraft but only on the size of the network problem; and
2) their control theoretic structure enables the use of standard
methods to analyze them.

This paper presents a new model, large-capacity cell transmission
model, or CTM(L), in which the two benefits outlined above are
demonstrated. The terminology CTM(L) is in reference to the

seminal Daganzo cell transmission model, commonly used for
highway traffic [12,13]. The term “large capacity” refers to the fact
that there is no capacity imposed on a single cell of the network, but
on a set of cells, corresponding to a sector. Different frommost other
existing Eulerian models, the new model includes Lagrangian
features; despite the aggregation, it takes into account the origin–
destination (OD) information of the flights, which eliminates the
splitting and diffusion problems of some Eulerianmodels [9,14]. For
this, a multicommodity flow structure [15] has been included in the
model.

Recent years have witnessed increased interest in developing new
models of the NAS for the air traffic management (ATM)
community. To the authors’ best knowledge, the first Eulerian model
of air traffic flow was proposed by Menon et al. [9]. This model is
motivated by a discretized version of the Lighthill–Whitham–

Richards (LWR) partial differential equation (PDE) [16,17] and
inspired by the Daganzo cell transmission model [12,13]. This
Eulerian model [9] has since inspired several research groups to
generate similar models including a stochastic framework, leading to
results in the expected sense [18,19]. Two-dimensional models [14]
have also emerged, in the hope of capturing flow patterns better. An
important characteristic of these approaches [9,14,18,19] is the
diffusion and dispersion that occur in these models. Although this is
not a problem in a stochastic framework, because the results are in the
expected sense, it is more problematic for the deterministic models
[9,14], because this potentially leads to aircraft losses or inaccurate
predictions (this fact has been reported in the literature [20]). A first
attempt to resolve these issues was proposed as a continuous time–
continuous space model in the earlier work by Bayen et al. [20],
based directly on the LWR PDE. Although this approach solves the
diffusion problem, its computational tractability is disputable (it
depends on the required space discretization), and the resulting
optimization programs require heavy computations, based on adjoint
problems. A two-level control system for optimal TFM was
developed recently [21] in which the inner-level control module
takes in the optimal inflow and outflow commands generated by the
outer control module as reference inputs and uses hybrid aircraft
models to search for optimal trajectories. In the present paper, a
discrete space–discrete time aggregate Eulerian–Lagrangian model
of the airspace is proposed, which is control volume based (Eulerian)
and takes into account theOD information of theflights (Lagrangian)
using a multicommodity flow formulation. This model has no
diffusion and can be cast in the form of an integer linear dynamical
system. It is computationally less expensive.
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This work is related to existing frameworks, which are methods
developed to solve TFM problems and which assume a flow model.
Several frameworks to solve TFM problems have been proposed in
the ATM community. Bertsimas and Stock [11] developed a
framework of a 0–1 integer programming method for the
deterministic, multi-airport air traffic flow management problem
(TFMP) that addresses capacity restrictions in the en route airspace.
The TFMP was shown to be nondeterministic polynomial time (NP)
hard (equivalent to job-shop scheduling). This framework can be
applied to many general network-based NAS models. The problem
of capacity allocation between two (or more) aircraft was addressed
in several papers [5,6,22,23]. The description of the state of the
aircraft is made through the dynamics of individual aircraft, therefore
Lagrangian. Methods for choosing conflict-free trajectories for all of
the agents (aircraft) in the system were proposed for cases in which
the number of aircraft in a system is known and possible trajectories
of the aircraft are given [5,6,23]. In this framework, arriving aircraft
are guaranteed to choose safe approach trajectories and the available
airspace and arrivals runway capacities could be efficiently used.
Other approaches [22] have focused on designing conflict-free
trajectories using constant-speed heading-change maneuvers. The
capacity of the sector was determined by acceptable output flow rate.
The algorithms are decentralized and can be used for sectors with
multiple intersections. A token-based ATM paradigm was also
presented and successfully applied to the en route airspace [2].

The main contributions of the present paper are now summarized:
1) A flow-based Eulerian–Lagrangian NAS model is constructed

on top of a graph-theoretic multicommodity network model
incorporating the topology of the NAS and resulting flow patterns.
Therefore, the model is physically meaningful and tractable for
control and optimization.

2) Because the model takes into account the OD information, it
does not have split parameters (usually called � in the literature
[9,13]) and eliminates the diffusion problem.

3) The model is reduced to a linear time invariant dynamical
system inwhich the transitionmatrix is nilpotent. This feature greatly
facilitates the design (optimization) and analysis of the model.

4) Because themodel is control volume based (Eulerian) and has a
very classical discretized linear dynamical representation, it is
computationally less expensive.

5) The model is scalable. The granularity of the model is
dependent on the time step (1 min in this study), which can be
changed to different time scales and represents models at different
levels, for example, from the sector level to center level of the NAS.

6) The model is successfully validated against recorded Aircraft
Situation Display to Industry (ASDI), Enhanced Traffic Manage-
ment System (ETMS) data for a whole year and for the whole NAS,
that is, 20 continental ARTCCs. Several TFM scenarios are
successfully studied based on the model.

This paper is organized as follows. The construction of a graph-
theoretic multicommodity network model of traffic flow is outlined
first. Air traffic flow on this graph is modeled as a discrete-time
dynamical system. Then themodel is validated for the full NASusing
ASDI/ETMS data and the Future ATM Concepts Evaluation Tool
(FACET) [10]. In particular, it is shown that one very important
metric for TFM (aircraft count) is reproduced adequately by the
model, which serves as a validation for the model. The problem of
controlling aircraft counts in the airspace is posed as a mixed integer
linear program (MILP) in which the dynamical system appears in the
constraints, as is traditionally done in optimal control [24].
Numerical experiments are run to demonstrate the tractability of
these methods.

II. Parameter Identification

A. Graph-Theoretic Model

The objective of automatedmodel building is to produce amethod
that constructs a graph-theoretic multicommodity model of air traffic
flows directly from track data (ASDI/ETMS data files in the present
case). In this research, several pattern recognitionmethods have been
implemented to automatically build a multicommodity network

model of the observed flows. The suite of algorithms investigated
includes a variety of techniques, some of them relying purely on
flight tracks, others using additional information that can be extracted
from ASDI/ETMS data (e.g., flight plan data). In general, applying
canned algorithms to network flow model building problems does
not provide satisfactory results because of the specificity of high-
altitude traffic. This fact led to the approach outlined later in this
section. To illustrate the difficulty encountered in using canned
algorithms, a series of experiments were run throughout this work.
Several approaches that were investigated were summarized in the
previous work [25]. The list of such algorithms can be extended at
will, but they do not perform well in practice. There are several
explanations for this fact. First, themathematical optimum leading to
the convergence of these methods is not necessarily a relevant metric
for air traffic; in other words, a suboptimal solution might be
physically more relevant than the optimum because the optimized
cost function does not reflect the patterns to be identified. And
second, the nature of the data makes it impossible to classify flows
based on proximity, even for classification criteria involving strings
(as is the case for flight plan information, which consists of an
enormous number of acronyms).

In addition to these general considerations, specific reasons
prevent the aforementioned algorithms from being applicable. First,
theK–means algorithm requires a priori knowledge of the number of
clusters (not known in the present case). Furthermore, it is extremely
sensitive to the initial guess, which makes it hard to use in an
automated manner. Second, waypoint-based classification is
inappropriate because of the extremely large number of different
waypoint acronyms. Even though these data are “noise free,” their
size is prohibitive for the present study. And third, jetway-based
classification is not applicable, because ASDI/ETMS data do not
provide the location of the merge point of an aircraft onto a jetway,
leading to the well-known underconstrained OD estimation problem
in highway traffic [26]. All of these difficulties are motivation for the
method presented in this paper.

1. Definitions

The system to be modeled is a continental en route U.S. airspace
the size of 20 ARTCCs, including 284 high-altitude sectors, for
altitudes 24,000 ft and above (Fig. 1). All nonmilitary flights
traveling through the considered airspace are included in the scope of
this work. The ASDI/ETMS data used in this study provide the
position and altitude of all airborne aircraft in theUnited States, every
minute. Additional information related to flight plans or other flight
parameters, such as speed and heading, are also provided in the data,
but were not used to build the present aggregate model.

2. Construction of the Graph

As will be shown in the next section, the model must be
sufficiently fine so that flights following different flow patterns

Fig. 1 Map of airspace considered in this study; 20 continental

ARTCCs including 284 high-altitude sectors in the United States. Figure

obtained using FACET [10].
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within a sector can be distinguished. However, the granularity must
not be too small in comparison to the size of a sector for the model to
remain meaningful and tractable.

Vertices: The graph representing the flows is constructed as
follows. Two vertices are created at the boundary of each pair of
neighboring sectors. For any two neighboring sectors s1 and s2, the
vertices at the boundary of s1 and s2 are denoted by Vfs1;s2g and
Vfs2;s1g. Vertex Vfs1 ;s2g will be used to represent flights going from s1
to s2, whereas vertex Vfs2 ;s1g will be used to represent flights going
from s2 to s1. The computation of the exact physical location of the
vertices will be described at the end of this section; assume for the
moment that each vertex Vfs1 ;s2g is located at a point of the boundary
of sectors s1 and s2. Note that Vfs2 ;s1g is not necessarily located at the
same point as Vfs1;s2g. The physical location of the vertices is
important to represent the graph on a map, but it has no influence on
the topology of the graph itself.

Links (edges): For any sectors s1, s2, and s3, if s1 and s2 share a
boundary and if s2 and s3 are neighbors, two directed links are
created: one from vertexVfs1;s2g to vertexVfs2;s3g and one from vertex
Vfs3;s2g to vertexVfs2 ;s1g. In the rest of this work, the term “link” refers
to a directed link [27]. Figure 2 illustrates the concept of a link.

Interface between the considered region and the rest of the
airspace (outside of the model): The region of the airspace
considered in the model must be connected, for practical reasons.
Note that it does not need to be convex. Let us denote by S the set of
coordinates (latitude, longitude) of the points that belong to the
considered region. A point in the airspace belongs to the considered
region if its coordinates are in S and if its altitude is above 24,000 ft.
The considered regionmust be interfaced with the airspace around it.
Therefore, in the model, a “sector” called low is created for the
purpose of this study, consisting of the points of the airspace whose
coordinates are in the set S and whose altitude is below 24,000 ft. An
additional sector labeled none is created, consisting of the points of
the airspace whose coordinates are not in the set S. In practice, the
portion of the airspace labeled none corresponds to the sectors
surrounding the region of interest (see Fig. 1). The appellation sector
for these two regions of the airspace must not be understood in the
ATC sense. This appellation is used to indicate that, in the same

manner as described above, vertices are created at the boundary of
these additional “sectors” and the sectors in the region considered in
the study. These vertices, and the corresponding links, are used to
take into account climbing, descents, and flights entering or exiting
the considered region. Figure 2 shows a few examples of vertices and
links. Note that not all vertices and links are represented in thisfigure.

Size of the network model and computational burden: Using the
method described, in the multicommodity network model, there are
284 high-altitude sectors, 1598 links, and 1841 nodes. It takes 102 h
to extract the flight information (latitude, longitude, flight time, etc.)
and build a database of links and nodes information from the ASDI/
ETMS data for a whole year. It takes 5 min to build the
multicommodity network model. The computation was done on a
1.4 GHz CPU, 1 GB RAM PC running Linux.

3. Classification of Trajectories and Estimation of Link Travel Times

The aforementioned graph is used to model streams of flights
traveling through the considered region of the airspace, whichmeans
that trajectories must be assigned to a set of links of the graph. The
position of all airborne aircraft is provided by ASDI/ETMS data,
from which sector information about all flights can be deduced.

Fundamental assignment rule: The fundamental assignment rule
is as follows.When aflight crosses the boundary between two sectors
s1 and s2, coming from s1 and going to s2, it is assumed in the model
that the flight passes through vertex Vfs1 ;s2g. The time at which the
flight is modeled to pass through that vertex is the time at which it
crosses the boundary between the corresponding sectors. It is then
assumed in the model that the flight travels from vertex to vertex,
using links between these vertices. The travel time of the flight on
each link can easily be calculated from the times at which the flight
passes each vertex. The sequence of links used by a flight is referred
to as a path. In Fig. 2, path 1 is the representation of flight 1 in the
model, based on the fundamental assignment rule.

Exception to the fundamental assignment rule: A refinement to the
fundamental assignment rule is introduced, to take into account
flights that stay in a given sector (s2) for a short period of time while
traveling from one sector (s1) to another sector (s3), in the event that
the two sectors (s1 and s3) are neighbors. In that case, the flight is
usually handed off by the controller in s1 directly to the controller in
s3, after the controller in s2 has been informed by the controller in s1
that the aircraft will be in s2 for a short period of time. Therefore, this
particular aircraft should not be represented as being in sector s2,
because it does not increase significantly the workload of the
controller in s2. If the sectors s1 and s3 are neighbors, the flight is
modeled passing through vertexVfs1 ;s3g instead of verticesVfs1 ;s2g and
Vfs2 ;s3g. The definition of the time at which the flight is modeled
passing through vertexVfs1 ;s3g is not as straightforward as for the case
of the fundamental assignment rule described earlier. In the model,
the flight is assumed to pass through vertex Vfs1;s3g at the time instant
corresponding to the average of the time at which it crossed the
boundary of sectors s1 and s2 and the time at which it crossed the
boundary of sectors s2 and s3. This rule is applied if a flight stays in a
sector for less than 2 min. Note that, if the sectors s1 and s3 are not
neighbors, the sequence of vertices Vfs1 ;s2g and Vfs2 ;s3g is maintained
in the model. In Fig. 2, path 2 is the representation of flight 2 in the
model, based on the assignment rule described in this paragraph.
Namely, flight 2 stays in ZOA34 for a short period of time, and the
sectors before and after ZOA34 in the trajectory of flight 2, ZOA33
and ZOA15, are neighbors. Therefore, flight 2 is represented in the
model traveling through the following sequence of vertices:
VfZLC42;ZOA33g,VfZOA33;ZOA15g,VfZOA15;ZLA27g. If only the fundamental
rule were applied, the sequence of vertices of flight 2 would be:
VfZLC42;ZOA33g, VfZOA33;ZOA34g, VfZOA34;ZOA15g, VfZOA15;ZLA27g.

Interpolation required to decrease error on travel times
estimation: Because ASDI/ETMS data provide aircraft positions
every minute, interpolation is needed to reduce the error on the
boundary crossing times and locations. Without interpolation, the
error on the crossing time (i.e., the time when the flight is modeled to
pass through a vertex) can be as large as 30 s, which leads to a
possible error in the travel time estimation through a link as large asFig. 2 Examples of vertices, links, trajectories, and paths.
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1 min. Interpolation is based on the following reasonable
assumptions: 1) the speed of an aircraft remains constant between
the two records, which are 1 min apart; and 2) it flies in a straight line
during that same time interval. The computation of sector boundary
crossing locations and times requires the implementation of a
procedure that determines the point of intersection of the trajectory
between two consecutive flight data records, which is a segment and
the boundary of two sectors.

Determination of the physical location of vertices: Once the
sequence of vertices is determined for all flights, the exact physical
location of each vertex can be computed. To determine the location
of vertex Vfs1;s2g, all flights passing through that vertex, coming from
sector s1 and going to sector s2, are considered, and the points at
which each of them crossed the boundary of s1 and s2 are computed.
The location of vertexVfs1 ;s2g is the center of gravity of those points of
boundary crossing. Note that the center of gravity is not taken in the
plane but along the unfolded boundary of s1 and s2 [28].

B. Travel Time Analysis

For each link of the graph, the flight times for a full year
(1 October 2004 to 30 September 2005) of ASDI/ETMS data are
aggregated. The mean of this distribution is computed, and its value
is chosen to represent the “time length” of the link, that is, the
aggregated travel time along the link. Figure 3 shows a typical
distribution of the travel time. The expected travel time of a flight
through a link is used to determine the length of the link. As will be
seen in the subsequent sections describing the proposed CTM(L),
each link is divided into several cells. The number of aircraft in a cell
will be used as a coordinate of the state in the model derived next. In
the present setting, cells correspond to 1 min of flight time.

In the present derivation of the graph-theoretic model, the mean of
the distribution of the flight time is used as the length of the link. In
practice, there are several variations that should be taken into
account. For example, the length (travel time) of a link changes in
general, therefore, a time-varying graph model can be derived based
on the time-varying link length. Figure 4 shows the mean and
standard deviation of travel time of the link ZOA31–ZOA13–
ZOA14 for differentmonths in a year. Themeans of the travel time of
different months are similar but the variances differ for different
months. For example, in the summer (June, July, and August), there
is more variance in the travel time, because of the impact of the
weather. Another way to capture the time-varying feature of the
travel timewould be to perform the travel time identification with the
“clustering” methods, inspired by the work of Hoffman et al. [29].

Depending on the objectives of the modeling, different types of
distribution of the travel time can be used. For example, if the primal
interest is in building a stochastic air traffic model, the type of
distribution will be one of the most important characteristics; when
building a time-varying model, seasonal/monthly/weekly/daily/
hourly distribution will be more important.

III. Derivation of the New
Eulerian–Lagrangian Model

A. Large-Capacity Cell Transmission Model or CTM(L)

In this section, the new Eulerian–Lagrangian model, the large-
capacity cell transmission model, or CTM(L), is inspired by the
Lighthill–Whitham–Richards theory [16,17] and by the Daganzo
cell transmission model [12,13] commonly used in highway traffic.
The CTM(L) is based on the graph-theoretic multicommodity
network model constructed from historical ASDI/ETMS traffic data,
as described in Sec. II. Themodel is reduced to a linear time invariant
dynamical system in which the state is a vector of aggregate aircraft
counts. The controlled input to the model is delay control, which can
take several forms: speed change, vector for spacing (VFS), holding
pattern (HP), etc.

1. Link Level Model

In the CTM(L) derived next, a link is understood in the graph-
theoretic sense, that is, an edge of a graph [27]. When the flights are
clustered based on the entry–exit node pairs in a specified sector, a
link can also be viewed as the connection between the entry point and
exit point incident to this sector.

Assumptions: To formulate the model at a link level, the following
assumptions are made:

1) Each link ismodeled as a directional edge. In Fig. 5, the arrow
represents the flow direction. In other words, the graph is
unidirectional.

2) All aircraft in a given link fly at an aggregate speed. This
speed can be obtained by aggregating the speed (obtained
from theASDI/ETMSdata) of all aircraft following this link.

3) The number of cells in one link is scaled by the steps of
expected travel time. In the implementation, 1min is taken as
a unit time step. For example, if it takes around 12min for an
aircraft to fly across sector ZOA33 following one particular
link, then this link would be divided into 12 segments, called
cells. The choice of the cell length (time discretization) is, of
course, arbitrary. In the model, a link indexed by i has mi

Fig. 3 Distribution of travel time on one link (ZLC45–ZOA33–

ZOA34). One full year of aggregated data.

Fig. 4 Mean and standard deviation of travel time on one link

(ZOA31–ZOA13–ZOA14) in different months of a year.

Fig. 5 Illustration of the CTM(L) at link level; everywhere inside the

link, x
p�1
i �k� 1� � x

p
i �k�, unless some control action was applied.
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cells. The smaller the time step, themore accurate themodel,
but this also makes the computation more complex.

4) At the link level, only aircraft whose altitude is above
24,000 ft are taken into account for the calculation of aircraft
count. This choice is also arbitrary and can be adjusted to any
user-defined level.

5) The control strategy (based on the application of delay to
aircraft) is mainly used as the controlled input to the model,
which can be implemented inmany forms: speed change and
VFS, as well as HP. It is supposed to be applied in 1min time
increments.

6) The model is deterministic. No statistical factor, such as
weather impact, is taken into consideration at this stage.Note
that it could be added later using a stochastic framework
[18,19].

7) In this model, all values, including the states, inputs, and
outputs, should be integers. This might increase the
complexity of the computation or analysis, but provides
higher accuracy.

Definitions: The following definitions are used in this work:
1) The state of link i at time k is given by xi�k� :�
�xmii �k�; � � � ; x1i �k��T , anmi � 1 vector, whose element xpi �k�
represents the aircraft count in cell p of link i at time k. For
example, in Fig. 5, xpi �k� � 2, because there are two aircraft
in thepth cell at time instant of k.mi is the number of cells in
this link as mentioned in the assumptions.

2) The forcing input, fini �k�, is a scalar input, which models the
entry count from the boundary of the domain of interest into
this link during a unit time interval from k to k� 1. For
example, if there are five aircraft entering link i from k� 3 to
k� 4, then fini �3� � 5.

3) The descent input, fdesci �k�, is also a scalar input, which
denotes the number of aircraft leaving link i during a unit
time interval from k to k� 1, because of descent to a lower
flight level. For example, in Fig. 6, fdesci �k� � 1.

4) The climb to en route input (“climb input” for short),
fclimb
i �k�, is another scalar input, whichmeans the number of

aircraft entering link i during a unit time interval from k to
k� 1, because of a climb from a lower flight level. Also, in
Fig. 6, fclimb

i �k� � 1.
5) The control input, ui�k�, is an mi � 1 vector, representing

delay-based control. This type of actuation is common in the
presence of congestion; the traffic controllers will typically
use delay as a way of controlling air traffic flows in the en
route airspace when aircraft are already airborne. The pth
element denotes the number of aircraft under delay control in
thepth cell of link i at the time instant of k. In this model, the
cycle of increment delay is 1min. In Fig. 7, one type of delay
control, holding pattern control, is taken as an example,
where ui�k� � �0; � � � ; 0; 1; 0�T , because there is only one
aircraft under holding pattern control in the second cell of
link i at time k.

6) The output, yi�k�, is the aircraft count in link i in a user-
specified set of cells at time step k, for example, the total
number of aircraft in all cells of this link at time step k. For
example, in Fig. 5, yi�k� � 4.

Model Description: A deterministic, linear time invariant model
for link i is developed in state-space form as follows:

xi�k� 1� � Aixi�k� � Bin
i f

in
i �k� � Bdesc

i fdesci �k�
� Bclimb

i fclimb
i �k� � Bui ui�k� (1)

yi�k� � Cixi�k� (2)

whereAi is called a systemmatrix and is anmi �mi nilpotent matrix
with ones on its superdiagonal. The forcing input matrix,
Bin
i � �0; � � � ; 0; 1�T , is anmi � 1 vector. The descent input matrices,
Bdesc
i , and the climb input matrix, Bclimb

i , are both mi � 1 vectors, in
which ones mean that aircraft will leave from thepth cell of link i for
descent or enter theqth cell of the same link because of climbing. The
controlled input matrix, Bui has a dimension of mi �mi, containing
all zeros except with ones on its diagonal and negative ones on its
superdiagonal. The nonzero elements of the mi � 1 vector Ci
correspond to the cells in the user-specified set and are equal to ones.

In fact, three inputs, fini �k�, fdesci �k�, and fclimb
i �k�, can be

incorporated into one vector. Then, Eq. (1) can be rewritten in amore
compact form:

xi�k� 1� � Aixi�k� � Bfi fi�k� � Bui ui�k� (3)

whereBfi � �Bdesc
i ; Bclimb

i ; Bin
i � is the forcing matrix with a dimension

ofmi � 3, and the forcing input fi�k� � �fdesci �k�; fclimb
i �k�; fini �k��T ,

is a column vector with three elements. It is also noted that, when
implementing delay control, the link level model must satisfy the
following two assumptions:

1) The delay control always takes place at the beginning of the
time step.

2) When an aircraft is under delay control, it is in one time
increment units.

Therefore, if there are n aircraft under delay control in themth cell
of link i at the time instant of k, and the control action lasts for p� 1
time units, then the controlled input vector will be ui�k��
ui�k� 1� � � � � � ui�k� p� � �0; . . . ; 0; n; 0; . . . ; 0�T , where the
mth element of these vectors is equal ton. Because the input for delay
control is linear, the superposition principle is satisfied. This means,
for multiple delay control taking place at the same time, the gross
controlled input vector is just the summation of each controlled input
for each corresponding delay control.

2. Sector Level Model

It is straightforward to extend this modeling technique to set up a
sector level model, because there is no interconnection (neither
inputs, nor states) between different links in one sector. For example,
to obtain the sector count, all link counts are added in this sector.
Suppose that there are n links in the considered sector, then the state-
space equations for the model at the sector level can be written as

x�k� 1� � Ax�k� � Binfin�k� � Bdescfdesc�k�
� Bclimbfclimb�k� � Buu�k� (4)

Fig. 6 Illustration of descent and climb inputs to the model, where

x
p�1
i �k� 1� � x

p
i �k� � f desci �k� and x

q�1
i �k� 1� � x

q
i �k� � f climb

i �k� are
satisfied unless some control action was applied.

Fig. 7 Illustration of delay-based control (which could, for example,

model holding pattern control, vector for spacing, or ATC prescribed

deceleration) to the model, where x3i � �k� 1� � x2i �k� � ui�k� and

x2i �k� 1� � x1i �k� � ui�k� unless other control action was applied.
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y�k� � Cx�k� (5)

where x�k� � �xn�k�T; . . . ; x1�k�T �T denotes the state and fin�k� �
�finn �k�T; . . . ; fin1 �k�T �T is the forcing input vector, that is, entry count
into the considered sector during a unit time interval from k to k� 1.
The descent input vector fdesc�k� � �fdescn �k�T; . . . ; fdesc1 �k�T �T and
the climb input vector fclimb�k� � �fclimb

n �k�T; . . . ; fclimb
1 �k�T �T are

both column vectors with n elements. The controlled input vector,
u�k� � �un�k�T; . . . ; u1�k�T �T , and the output y�k� still represents the
total aircraft count in the user-specified set of cells at time step k. Note
that matrices

A� diag�An; An	1; . . . ; A2; A1�

Bin �

Bin
n 0 . . . 0 0

0 Bin
n	1 . . . 0 0

..

. ..
. . .

. ..
. ..

.

0 0 . . . Bin
2 0

0 0 . . . 0 Bin
1

2
666664

3
777775

Bdesc �

Bdesc
n 0 . . . 0 0

0 Bdesc
n	1 . . . 0 0

..

. ..
. . .

. ..
. ..

.

0 0 . . . Bdesc
2 0

0 0 . . . 0 Bdesc
1

2
666664

3
777775

Bclimb �

Bclimb
n 0 . . . 0 0

0 Bclimb
n	1 . . . 0 0

..

. ..
. . .

. ..
. ..

.

0 0 . . . Bclimb
2 0

0 0 . . . 0 Bclimb
1

2
666664

3
777775

Bu �

Bun 0 . . . 0 0

0 Bun	1 . . . 0 0

..

. ..
. . .

. ..
. ..

.

0 0 . . . Bu2 0

0 0 . . . 0 Bu1

2
666664

3
777775

are all block matrices, because states and inputs in this sector level
model are all decoupled. C is given by �Cn; Cn	1; . . . ; C2; C1�.

In this sector level model, three inputs, fin�k�, fdesc�k�, and
fclimb�k�, can also be incorporated into one vector. Then Eq. (4) can
be rewritten as

x�k� 1� � Ax�k� � Bff�k� � Buu�k� (6)

where

Bf �

Bfn 0 . . . 0 0

0 Bfn	1 . . . 0 0

..

. ..
. . .

. ..
. ..

.

0 0 . . . Bf2 0

0 0 . . . 0 Bf1

2
666664

3
777775

f�k� � �fn�k�T; fn	1�k�T; . . . ; f2�k�T; f1�k�T �T

whose elements have been defined by Eq. (3).
The dimension of the state space for each sector depends on the

number of total cells in the sector. For example, there are 84 cells in
sector ZOA33 of the Oakland ARTCC, using 1 min of flight time as
the size of a cell. Therefore, the dimension of the state space is 84 and
A is an 84 � 84 matrix for the ZOA33 sector level model.

3. ARTCC or Multicommodity Network Level Model

When an ARTCC level model is created, it is necessary to include
merge/diverge nodes in the network [9,18–20]. Merge nodes are
straightforward; flows are added as streams of aircraft merge.
Figure 8 illustrates decoupled multicommodity network models for
several destination airports. These decoupled multicommodity

networks are in fact trees, with air traffic flows originating from the
airports in the continental United States. Note that only a portion of
the origin airports are shown in the figure for clarity. An aggregation
of the trees for all destination airports provides a complete (NAS-
wide) network model. For diverge nodes, the corresponding routing
choices must in general rely on knowledge of aircraft destination.
Several approaches have been proposed to solve this problem, in
particular split coefficients [9] inspired by the highway trans-
portation literature [13,30]. In the present work, an alternate way of
modeling the problem is proposed based on a priori knowledge of the
destination of the aircraft (provided by ASDI/ETMS data);
knowledge of aircraft destination is available in the form of filed
flight plans long before aircraft depart. One significant contribution
of this paper is to incorporate this knowledge into the model, unlike
previous Eulerian models [9,14,18–20]. First, flights are clustered
based on their entry–exit node pairs in the network. Each pair
corresponds to a path consisting of links between these nodes. If two
or more paths have one link in common, this link will be duplicated
using a multicommodity flow structure. Therefore, the NAS-wide
model can also be cast in the framework of (4) and (5), where the
matrices A, Bf, Bu, and C now include all links of all sectors, and
the corresponding x�k� includes all cells of the complete network.
The [forcing] input, f�k�, is now the entry count onto the NAS. The
output, y�k�, denotes the aircraft count in a user-specified set of cells
at time step k. The equations can be written as follows:

x�k� 1� � Ax�k� � Bff�k� � Buu�k� (7)

y�k� � Cx�k� (8)

where

A� diag�An; An	1; . . . ; A2; A1�

Bf �

Bfn 0 . . . 0 0

0 Bfn	1 . . . 0 0

..

. ..
. . .

. ..
. ..

.

0 0 . . . Bf2 0

0 0 . . . 0 Bf1

2
666664

3
777775

f�k� � �fn�k�T; fn	1�k�T; . . . ; f2�k�T; f1�k�T �T

are all block matrices whose elements are similar to those defined by
Eq. (3); the states now include all the cells along a path instead of a
link.

The dimension of the state space for each ARTCC depends on the
number of cells in the ARTCC and the number of merge/diverge
nodes. For example, for the Oakland ARTCC, using 1 min of flight
time as the size of a cell, the dimension of the state space is 1096 and
A is a 1096 � 1096 matrix. For the network level model (the full
continental U.S. airspace), the dimension of the state space is 27,104.
Because the sizes of the matrices A, B, and C of the network level
model are very large and thematrices are very sparse, themodel is not
directly implemented in the compact form as in Eqs. (7) and (8);
instead, it is implemented as follows:

xk�1;p;i � xk;p;i	1 � uk;p;i 	 uk;p;i	1; k 2 f0; . . . ; N 	 1g
p 2 P; i 2 f2; . . . ; npg xk;p;1 � fk;p � uk;p;1

k 2 f0; . . . ; Ng; p 2 P (9)

whereN is the time horizon, P is a set of paths, and np is the number
of cells in path p. k, p, and i represent the time step, path index, and
cell index, respectively.

For different applications, the size of the cell can be changed to any
scale. For validation purposes, 1 min of flight time is chosen for each
cell in this paper, which corresponds to the sampling rate of recorded
ASDI/ETMS data. Although this framework requires more space
and computational time than existing models (for example, the
dimension of theMenonmodel [9] is the number of control volumes,
which is 5 in the example model; the dimension of the dynamic
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stochastic model [18] is 23, which is the number of ARTCCs
including one for the international region), its scalability greatly
facilitates the network model. A full comparison between this
model, the PDE model [20], the one-dimensional Menon model [9],
and the two-dimensional Menon model [14] is available in paper
[31].

4. Controllability and Observability

Controllability and observability play very important roles in
control theory [32]. On the one hand, if a discrete-time linear
dynamical system is controllable, then for any initial state x0 2 Rn

and final state x�k� 2 Rn there always exists an input sequence u,
such that x�k�will be reached from x0 by the time t� n. On the other
hand, if a dynamical system is observable, then for any k 
 0, the
initial state x0 can be determined from the time history of the input
u�k� and the output y�k� in the interval of �0; k�.

Controllability and observability are important in CTM(L) for
TFM. If the system (7) and (8) is not controllable and observable, one
cannot guarantee the existence of a feasible solution for a TFM
problem formulated with Eq. (23). If a target desired flow pattern is
not in the controllable subspace, thismethod provides an infeasibility
certificate for the corresponding TFM policy.

Several algebraic or geometric criteria enable the verification of
controllability and observability of a dynamical system (either
continuous time or discrete time). For example, if the controllability
matrix has full-row rank, then the system is controllable, or dually, if
the observability matrix has full-column rank, then the system is
observable [32]. For the system (7) and (8), it is easy to show that the
controllability and observability matrices have full rank. This means
that if there was no constraints on inputs and state (in particular,
components of x cannot be negative), the system would be
controllable and observable. It is also an issue of interest to verify the
validation of those algebraic or geometric criteria for integer-valued
system in the future. In fact, the verification of controllability and

Fig. 8 An illustration of decoupled multicommodity network models by destination for airports (DEN, LGA, SEA). An aggregation of the trees

corresponding to the destination airports provides a completemulticommodity network levelmodel. Left: recordedflight tracks, right: corresponding air

traffic flow trees.
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observability is related to feasibility checks of a linear (integer)
program, which is potentially NP hard in the present case.

B. Flight Rerouting

The multicommodity flow model makes it straightforward to
incorporate different graph topologies into the CTM(L). In this
section, three major connections of links will be introduced. Based
on the control over these three connections, rerouting flights can be
achieved. Intercell flows can be determined using a set of laws for
different types of intercell connections, described as follows.

1. Definitions

1) i (j, l, etc.): cell number (integer)
2) xi�k�: aircraft count in cell i at time k
3) N �i�: immediate downstream cells of cell i
4) P�i�: immediate upstream cells of cell i
5) ui�k�: delay control of traffic flow in cell i at time k
6) ui!j�k�: traffic flow from cell i to cell j at time k by prescribed

routing control

2. Simple Connection

Two cells are said to be simply connected when they are directly
connected without any intervening merging or diverging cells. Let i
and j denote the upstream and downstream cells. The traffic flow is
determined by the following law:

xj�k� 1� � xi�k� 	 ui�k� � uj�k� (10)

where

0 � up�k� � xp�k�; p� i; j (11)

Equation (10) is a simplemass balance, whereas Eq. (11) encodes the
fact that one cannot actuatemore aircraft than are actually present in a
cell at a given time. Note that this is very close to the approach taken
by Daganzo in his definition of the original CTM [12,13].

3. Merge Connection

Merge connection represents the configuration in which two cells,
i and j, merge into one downstream cell, k. The traffic flow is
governed by the following laws:

xl�k� 1� � xi�k� � xj�k� 	 ui�k� 	 uj�k� � ul�k� (12)

where

0 � up�k� � xp�k�; p� i; j; l (13)

In the general case, multiple incoming links merging laws can be
represented as

xl�k� 1� �
X
p2P�l�
�xp�k� 	 up�k�� � ul�k� (14)

where

0 � up�k� � xp�k�; p 2 P�l� [ flg (15)

4. Diverge Connection

Diverge connection means the configuration in which the
upstream cell, i, diverges into two cells, j and k. The diverge laws are

xj�k� 1� � ui!j�k� � uj�k�; xl�k� 1� � ui!l�k� � ul�k�
(16)

where

ui!j�k� � ui!l�k� � ui�k� �xi�k�; 0 � up�k� � xp�k�
p� i; j; l ui!p�k� 
 0; p� j; l (17)

In the general case, the diverging laws can be represented as

xp�k� 1� � ui!p�k� � up�k�; p 2 N �i� (18)

where

X
p2N �i�

ui!p�k� � ui�k� � xi�k�; 0 � up�k� � xp�k�

p 2 N �i� [ fig; ui!p�k� 
 0; p 2 N �i�
(19)

If some link, say the link startingwith cell l, is completely shut off, for
example, because of weather, special use airspace, congestion, etc.,
the situation can bemodeled by imposing one additional constraint as
follows to the constraints in Eq. (19):

ui!l�k� � 0 (20)

Themathematical formulation of the threemajor connections of links
is linear (in fact, integer linear).

IV. Validation

Validation is the process of testing a model on a data set to
demonstrate that the model performs as expected. Demonstration of
the accuracy of flow models is obviously key to the process of
incorporating them into decision support tools.

In the present case, validation consists of using OD input, that is,
for each aircraft, a departure airport, a destination airport, and a
departure time, and showing that the model accurately produces
sector counts for the period of interests. The counts are then
compared with ETMS/ASDI counts. In general form, it means that
the model is able to predict flows of aircraft accurately based on OD
demand information available in ASDI/ETMS data. Validations are
performed using data from 0800 GMT on 24 January 2005 to 0800
GMT on 25 January 2005. The input to the models is the number of
aircraft entering the considered region from airports through climb
inputs (284 high-altitude continental sectors of the United States).
The predicted states and sector counts are computed from the model
and compared with the recorded ASDI/ETMS data.

A. Sector Counts

Sector counts predicted by the CTM(L) are first compared with
sector counts obtained from the recorded ASDI/ETMS data. This
study shows that the sector counts predicted by the model and ASDI/
ETMS data have the same trends for all the sectors of interest and
differ by an error of a small magnitude. This can be explained as
follows. The travel time on a link in the network is computed as the
aggregated travel time for all flights in the data set used for the
identification (one year in the present work).

To avoid small amplitude, high-frequency fluctuations in the data
due to sampling time and boundary crossing, a moving average filter
(MAF) technique [33] is used to filter the sector counts for both the
recorded ASDI/ETMS data and the model’s simulation. Applying a
MAF to the data requires an appropriate number of data points (time
window) in the average. A small time window captures errors in the
dynamics of the flow but loses the “filtering” benefits, whereas a
large time window filters variations but loses the dynamics of the
flow errors. To determine a proper size of time window of the MAF,
an experiment involving the average sector count error is performed.
The average count error is the mean error computed as the absolute
difference between the MAF-filtered data and the raw data
(unfiltered) over the course of a simulation. Figure 9 shows the
results obtained. It shows how the mean error increases as the time
window (number of data points in the average) increases. Note that
for most sectors the mean errors are below one aircraft per sector
when the time window is 20 min. For this reason, 20 is chosen as the
number of data points in the average (the timewindow, or time span).
Removing variation makes physical sense for this problem. Indeed,
very often, sector count exceeds legal values for a few minutes (if
aircraft are about to exit a sector), which is tolerated in practice as
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such flights usually do not pose significant problems to air traffic
controllers.

Figure 10 shows an example of the unfiltered raw data overlayed
with the filtered data usingMAF, which is more meaningful for flow
pattern analysis. As can be seen, a significant portion of the undesired
variation in the data can be removed by performing a MAF of the
data, which makes it more suitable for analysis and comparison.

Figure 11 shows the predicted and actual sector counts as a
function of time in four sectors: medium loaded sectors ZOA32 and
ZOA34, highly loaded sector ZOA33, and low-traffic sector ZOA35.
The data shown in the figure are filtered byMAF. From the figures it

can be seen qualitatively that the model correctly predicts the trends
of sector counts.

B. Quantitative Error Analysis

The sector count error analysis involves two comparisons: sum of
error breach, S, and the instantaneous error. Following previous
work [25], S is defined as the summation of time intervals under the
condition that the difference of sector counts between the simulation
and ASDI/ETMS data is greater than or equal to a user-specified

Fig. 9 Average error between the filtered and unfiltered ASDI/ETMS

data (sector counts). The mean error increases as the time window

increases.
Fig. 10 MAF data processing; the dotted curve represents the
unfiltered sector counts of sector ZOA33 and the solid curve represents

the filtered data using a time window of 20 min.

Fig. 11 Comparison of the predictions of aircraft sector counts with the CTM(L) and ASDI/ETMS. Curves represent the processed sector counts after

filtering. The map in each figure (shaded) illustrates the location of the corresponding sector.
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capacity limitationwithin a certain timewindow. This is summarized
in Eq. (21):

S�
XT
k�1

Ifjysim�k�	yASDI=ETMS�k�j
Csg (21)

where I represents the indicator function. The sector count is denoted
by y�k�, ASDI/ETMS, and simulated. The constant Cs is a user-
defined threshold. The time window chosen in the simulation is
T � 1440 min (24 h). To measure the similarity between the
simulation and theASDI/ETMS data, different values ofCs are used,
and plots of the percentage of breaches versus Cs are shown in
Fig. 12. For example, if Cs � 3, the percentage of breaches in sector
ZOA35 is 7%, whichmeans the predicted sector counts in ZOA35 by
the model differ from the ASDI/ETMS data by at least three aircraft
for 7% of the time. As the value ofCs increases, the breach length for
each model tends to zero; the larger the aircraft count error, the
shorter it is.

An instantaneous sector count error analysis is performed as well.
This error is the difference between the model’s predicted aircraft
count and the actual aircraft count for each sector computed from the
recorded ASDI/ETMS data at each time step in the simulation. The
corresponding relative error is the ratio between the absolute
instantaneous error and the actual count. The instantaneous error and
relative error are shown for sectors ZOA32, ZOA33, and ZOA34 in
Fig. 13. From Fig. 13, it can be seen that for each of the three sectors
(ZOA32, ZOA33 and ZOA34) the means of the instantaneous error
are between 1.19 and 1.33, with a standard deviation between 1.51
and 1.96; for the relative errors, the largest error is 4 (for a very short
period of time), but in general, relative errors are less than one.

A summary of the prediction errors on 1 July 2005 for all the
sectors in the study is presented in Sun’s thesis [34]. It can be seen
that the CTM(L) works very well: for 51% of the sectors, the mean
errors are below one aircraft; for 99.65% of the sectors, the mean
errors are below two aircraft. The maximum of the mean errors of all
sectors is about two (for sector ZTL15), which also has the largest
standard deviation.

V. Optimization-Based Sector Count Control

A. Formulation

One of the major features of the model is that it provides a
computationally tractable optimization framework for TFM
problems. The present section formulates the problem ofminimizing
overall delay under sector capacity (sector counts) constraints. The
goal of such algorithms is high-level TFM actuation to meet FAA
defined regulations (limits in sector counts), as optimally as possible
(i.e., to limit the delay caused by the imbalance between capacity and
demand).

The time horizon of the scenario presented here, of the order of
magnitude of 2 h, is discretized in N time steps of length �. For

convenience, � � 1, which is the time spent by one aircraft in one cell
in the absence of ATC actuation. The state of the system at time step
k 2 f0; . . . ; Ng is characterized by the number of aircraft in each cell
and represented by the vector xk 2 Rn, where n is the number of cells
in the multicommodity network [see Eq. (7)]. The control variables
are denoted uk 2 Rn for k 2 f0; . . . ; Ng, where uk represents the
number of aircraft held in each cell at time step k [see Eq. (8)]. The
input to the system at time step k 2 f0; . . . ; Ng consists of the aircraft
entering the network, and the number of aircraft entering each cell at
time step k is represented by the vector fk 2 Rn. Note that, unlike in
the standard control framework terminology, the input fk is not
controlled, which is an “exogenous forcing” from outside the system
[see Eq. (7)].

Using a traditional optimal control formulation [24], the dynamics
(4) and (5) become part of the constraints of an MILP formulation:

min:
XN
k�0

cTxk subject to: Exk � Luk � M

k 2 f0; . . . ; N 	 1g xN 2 �f xk�1 � Axk � Bffk � Buuk
k 2 f0; . . . ; N 	 1g x0 � Bff0 (22)

where �f � Rn is a terminal polyhedron region and the matrices E,
L, and M represent the constraints on the system described
previously; the sector counts must remain under a legal threshold,
and the number of aircraft held in a cell cannot be greater than the
number of aircraft in that cell. The objective of the problem is to
minimize the total travel time; therefore, c 2 Rn is the vector
��; �; . . . ; ��T .

B. Implementation

To solve Eq. (22) in practice, it is necessary to encode it in a
computationally efficient manner, given the sparsity of the matrices
involved. Flights are clustered on paths, as explained in Sec. III.A.
The set P of paths is determined from the data, as well as the number
np of cells along path p 2 P. Within each path, cells are indexed so
that flights go through cells of increasing index numbers. The
notation for the state of the system, the input, and the control
variables is adapted to take the paths into account. The state is
reindexed, such that xk;p;i now denotes the number of aircraft in cell
i 2 f1; . . . ; npg of path p 2 P at time step k 2 f0; . . . ; Ng. The
corresponding control variables are denoteduk;p;i for k 2 f0; . . . ; Ng,
p 2 P, and i 2 f1; . . . ; npg, where uk;p;i represents the number of
aircraft held in cell i of path p at time step k. The [forcing] inputs to
the system are denoted fk;p for k 2 f0; . . . ; Ng andp 2 P, where fk;p
represents the number of aircraft entering the network on path p at
time step k.

The sector capacity (i.e., the maximum number of aircraft allowed
in the sector) is enforced independently for a setS of different sectors.
These sectors, referred to as capacity-controlled sectors, have
capacities Cs, s 2 S. The adapted MILP formulation of the problem
is as follows:

min: �
XN
k�0

X
p2P

Xnp
i�1

xk;p;i subject to:
X
�p;i�2Is

xk;p;i � Cs

k 2 f0; . . . ; Ng; s 2 S 0 � uk;p;i � xk;p;i
k 2 f0; . . . ; Ng; p 2 P; i 2 f1; . . . ; npg

xk�1;p;i � xk;p;i	1 � uk;p;i 	 uk;p;i	1; k 2 f0; . . . ; N 	 1g
p 2 P; i 2 f2; . . . ; npg xk;p;1 � fk;p � uk;p;1
k 2 f0; . . . ; Ng; p 2 P x0;p;i � 0; p 2 P
i 2 f2; . . . ; npg xk;p;i 2 Z; k 2 f0; . . . ; Ng

p 2 P; i 2 f1; . . . ; npg (23)

where Is is the set of cells (represented by a path p and a cell number
along pathp) physically present in sector s 2 S. The integrality of the

Fig. 12 Occurrences of breach of sector count error for 10 sectors in the

Oakland Center.
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number of aircraft in each cell ensures the integrality of the number of
aircraft held in each cell, because the inputs to the system are
assumed to be integers.

C. Linear Program Relaxation of the MILP Formulation

Because problem (23) cannot be solved in polynomial time
deterministically, it is relaxed to a linear program (LP), which is
faster to solve in practice and theoretically polynomial time
solvable.‡The relaxedMILPwas solved for instanceswithmore than

one million variables and was solved on a statistical sample of 1000
different sets of input parameters. 85% of the runs led to an integer
solution. For the remaining 15%, the optimal solution of the LP
(OPTLP) was compared with the optimal solution of the
corresponding MILP (OPTMILP). The integrality gap � (i.e.,
OPTMILP � � �OPTLP), was always smaller than 1.0015. The
corresponding solutions are fractional. Several techniques might
apply in the future to alleviate this difficulty, in particular LP
rounding, which would yield to suboptimal but integer solutions.

On the one hand, there is no guarantee of integrality of the LP
solution, but on the other hand, the running time of computing the
MILP’s solution is not guaranteed.Despite the inherent difficulties of
these two approaches, one conclusion can still be guaranteed from
the LP approach: when it returns no solution, it provides a certificate

Fig. 13 Left: instantaneous error for three high-altitude sectors (ZOA32, ZOA33, and ZOA34), right: relative error for the three sectors.

‡The usefulness of the guaranteed computational complexity of the LP
explicitly in the present case is not assessed. Indeed, the fact that LPs are
polynomial time solvable can only be used with a specific analysis of the
constant multiplying the corresponding highest order monomial.
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of infeasibility with a guaranteed running time. Also, given the
structure of the problem, minimizing the total travel time is
equivalent tominimizing the number of holding patterns (i.e., delay).
Therefore, the number of holding patterns provided by the LP
solution is a lower bound of the number of holding patterns for which
theremay exist a physical solution. In otherwords, noATCactuation
can enforce the sector count limitations with less holding patterns
than the number of holding patterns provided by the LP relaxation.

D. Results

The relaxed MILP was implemented for controlling sector counts
in sector ZOA33 in the Oakland ARTCC (Fig. 2). The threshold
valueCs is arbitrarily set to be 10. Figure 14 shows the results solved
by th eMILP. It takes 40 min to solve theMILP with AMPL/CPLEX
on a 1.4 GHz CPU, 1 GB RAM PC running Linux. In Fig. 14, it can
be seen that the method tries to maximize the occupancy of ZOA33,
while respecting capacity constraints. As a result, the controlled
solution saturates ZOA33 at 10 aircraft for durations that exceed the
capacity breach times if there was no control. In no case is the
capacity threshold of 10 violated by the solving program (23).

E. Final Note on the Terminology “Large-Capacity Cell

Transmission Model”

Themodel presented in this paper could be viewed as an extension
of the seminal Daganzo cell transmission model (widely used in the
highway transportation literature [12,13]) for the air traffic control
problem. The added term large capacity refers to the specificity of the
constraints of the problem. In the present case, capacity (limit on
sector counts) is enforced through linear constraints that appear in the
optimization programs (22) or (23). This is in contrast to theDaganzo
cell transmission model, in which the constraints (highway capacity)
are enforced with a (nonlinear) min operator, common in Godunov
schemes [35]. In the highway case, the constraints are enforced on
each cell individually, whereas here they are enforced on a set of
cells. Therefore, the term large capacity expresses that a particular
cell can accommodate a large number of aircraft as long as this
aggregated number does not exceed the safety capacity. It thus
reflects the hard upper bound imposed on counts, which couples the
different flows (paths) through the constraints in a linear manner.

VI. Conclusions

A multicommodity Eulerian–Lagrangian large-capacity cell
transmission model of airspace was derived using a full year of air
traffic data and applied to high-altitude traffic for all continental air
traffic control centers of the National Airspace System in the United
States. The Eulerian–Lagrangian model was reduced to a linear time
invariant dynamical system, in which the state is a vector of
aggregate aircraft counts. The model was validated against recorded

air traffic data for the whole National Airspace System for a full day.
It was applied to 2-h trafficflowmanagement problems. The problem
of controlling the sector aircraft count was posed as an integer
program in which the dynamical system appears in the constraints.
To improve computational efficiency of the model, the integer
program was relaxed to a linear program solved for instances with
more than one million variables and showed good performance for a
high-level traffic flow management to minimize delays in the
presence of an imbalance between demand and capacity.
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