Dynamics and Control of Transportation Systems: Highway Traffic Jam Mitigation and Vehicle Automation

by

Fang-Chieh Chou

A dissertation submitted in partial satisfaction of the requirements for the degree of

Doctor of Philosophy

in

Engineering - Mechanical Engineering

in the

Graduate Division

of the

University of California, Berkeley

Committee in charge:

Professor Alexandre M. Bayen, Co-chair
Professor Francesco Borrelli, Co-chair
Professor Roberto Horowitz
Dr. Steven Shladover

Spring 2021
Copyright 2021
by
Fang-Chieh Chou
Abstract

Dynamics and Control of Transportation Systems: Highway Traffic Jam Mitigation and Vehicle Automation

by

Fang-Chieh Chou

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Alexandre M. Bayen, Co-chair

Professor Francesco Borrelli, Co-chair

Highway traffic jams can be caused by external factors, such as physical bottlenecks and severe weather conditions, as well as internal disturbances induced by underlying driving behaviors of vehicles participating in the traffic. For example, conflicts of uncoordinated traffic can cause disturbances and thus impede the traffic throughput. As development of vehicle automation advanced in recent years, introducing vehicle automation technology in traffic became a potential solution to improve traffic flow. Vehicle automation technology can enable vehicles to coordinate with other vehicles and to respond faster and smoother to traffic situations, and thus reduce traffic jams. In this dissertation, we consider vehicle automation in three different traffic scenarios. Firstly, we study traffic jams at highway merging sections. The bottleneck at the intersection is because of accumulated conflicts of mainline traffic and on-ramp traffic. We propose methods based on vehicle-to-infrastructure and vehicle-to-vehicle communication to coordinate mainline traffic and on-ramp traffic. The effectiveness of proposed methods is evaluated in micro-simulation under different penetration rates of automated vehicles. Secondly, we study the phantom traffic jams, which are stop-and-go waves that spontaneously emerge without apparent external factors. Experiments on closed ring roads have demonstrated that the stop-and-go waves can be induced purely by underlying dynamics of driving behaviors in the traffic. The emergence of stop-and-go waves on normal highways can be modeled with string unstable car-following models and the emergence of stop-and-go waves on closed-ring roads can be seen as an unstable dynamical system. We prove that for traffic of non-identical car-following models, the ring road stability is necessary for string stable car-following models; the ring road stability is also sufficient for string stability if traffic is formed of identical car following models. Because the ring road stability is essential for string stability, the ring road can be used to verify whether an automated vehicle control has potential to dissipate stop-and-go waves on
normal highways. Because the ring road is a closed field, it is easier to control and easier to observe than an open-ended highway. Therefore, it would be an ideal field to benchmark performance of automated vehicle control. Ten automated vehicle controllers are benchmarked under different penetration rates and different distributions. Lastly, a car-following control system for trucks is developed. The controller is composed of an upper controller and a lower controller. An adaptive parameter estimation is integrated with the lower controller to deal with unknown parameters. The design of the upper controller considers actuator uncertainties and the string stability condition. To achieve better car following performance in practice, we use vehicle-to-vehicle communication to enhance the car following control system. Experimental results showed that the enhanced system enables the truck to follow the leading vehicle well while the leading vehicle speed is varying.
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Chapter 1

Introduction

1.1 Background and Motivation

Transportation is essential in everyone’s life and it plays an important role for ever growing economies. As demand for transportation increases, congestion would become worse if the transportation system were not built to support excessive demand. Although many possible solutions have been deployed to accommodate increasing demands, deterioration of congestion has not be been restrained. Apparently, as traffic condition gets worse, not only the travel delay would continue to increase, reliability and variability of the transportation system would also get effected [37]. “Over the past 10 years, the total cost of delay in top urban areas in the US has grown by nearly 48%” [77]. Figure 1.1 shows the changes of annual hours of delay of the auto commuters in ten US cities for the past 30 years. Congestion does not only cause delays, but also cause extra consumption of fuels, which will thus contribute extra emission of greenhouse gas. “In 2017, the average auto commuter in the US spends 54 hours in congestion and wastes 21 gallons of fuel due to congestion” [77]. Totally, an extra 8.8 billion hours and an extra 3.3 billion gallons of fuels have been wasted in that year, which is about 2% of total fuel consumption for motor vehicles in the US\(^1\).

Traffic congestion is a traffic condition where traffic flow speed is much slower than free flow speed. Roughly speaking, traffic congestion is a consequence of mismatched demand and capacity. When traffic flow exceeds the capacity of a portion of the roadway, traffic flow speed would be slower than normal free flow speed. Traffic demand and capacity may vary under different circumstances. For example, traffic demand is higher during rush hours or before and after an event; physical bottlenecks reduces the number of vehicles that can pass at the same time; road curvature (or severe weather condition) forces vehicles to slow down, and thus limited the through put. A few typical factors that causes increased demand or decreased capacity are summarized below [37]:

- Physical bottlenecks;

\(^1\)In 2017, total fuel consumption for motor vehicles in the US is about 144 billion gallons [94].
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Figure 1.1: Annual hours of delays per commuter of 10 US cities from 1982 to 2017. Source: Urban Mobility Report(https://mobility.tamu.edu/umr/).

- Traffic incidents;
- Work zones;
- Weather;
- Traffic control devices;
- Special events;
- Fluctuations in traffic.

These factors can also interplay with each other to make the traffic condition even worse. We can further classify these factors into external factors and internal factors, where internal factors are factors with respect to interactions among participants in the traffic, while external factors are not. The first five factors are external factors that cause the reduction of capacity at a certain road section, and the following factor is an external factor that induces an excessive demand of a road section at a time. The last factor is an internal factor depending on driving behaviors of participants in the traffic. Human driving behaviors are not perfect. Human driving behaviors could trigger ‘turbulence’ to traffic flow, which makes the traffic throughput even worse. For example, at highway merging sections, accumulation of disturbances caused by conflicts of uncoordinated traffic may interrupt the traffic flow or make the already congested traffic even worse. Another example is the so-called phantom traffic jam, a sop-and-go wave emerging without an apparent bottleneck, which is caused by
limited human driving competence. We may reduce the disturbances to the traffic caused by limited behaviors of human drivers if we could manipulate all the vehicles in the traffic properly. Conventionally, human driving behavior can be manipulated by traffic management systems like ramp metering or variable speed limit are kinds of strategies [55] [32]. Effectiveness of this kind of strategy is limited because the control inputs are indirect and sparse, and the overall performance would be depending on compliance rates. As automated vehicles have advanced in recent years, vehicle automation provides us new opportunities to directly control vehicles, so that we can expect better traffic efficiency with proper controls.

Development of vehicle automation in recent decades gives us a lot of imaginations of a bright future of the transportation system. Since the concept of automated vehicle was introduced by Norman Bel Geddes in the General Motors Futurama exhibit at the New York World’s Fair (1939-1940), automated vehicle technology have been advanced by many research projects in the US and around the world [21][25][81][82][92]. The emergence of modern vehicle automation was pushed forward when Defense Advanced Research Projects Agency (DARPA), the research arm of the United States Department of Defense, organized a series of challenges in 2004-2007. While it is believed that automated vehicles have potential to improve traffic efficiency, energy economy, and safety, efforts will be needed to advance the capability of automated vehicles. In this dissertation, particularly, we focus on the perspective of traffic efficiency.

In this thesis, we focus on traffic jams which are relevant to disturbances caused by driving behaviors and proposed solutions for improving traffic jams with vehicle automation. Firstly, we consider bottlenecks at the highway merging section. Recurrent bottlenecks at the highway merging section is a consequence of accumulated conflicts between mainline vehicles and on-ramp vehicles. By coordinating traffic coming from two directions, conflicts could be reduced and thus capacity drop can be mitigated or delayed. We want to study how much impact merging vehicles can cause to the highway traffic and also want to evaluate how much improvements with automated highway merging systems can possibly bring. Another focus of this dissertation is phantom traffic jams. Sometimes, even without apparent bottlenecks, mysterious phantom traffic jams could emerge spontaneously. Phantom traffic jams are related to human driving behaviors that tend to propagate and even amplify disturbance from downstream. We will analyze this phenomenon with analytical studies of car following models and numerically evaluate possible solutions for dissipating stop-and-go waves with control algorithms of automated vehicles. Lastly, we switch our focus to the automated truck control. Since truck is a major contribution of traffic congestion\(^2\), and the growth of VMT traveled by truck is predicted to be faster than light vehicles\(^3\), it is critical to consider how to reduce the negative impacts of trucks on the transportation system with vehicle automation.

\(^2\)“Trucks account for 20 billion (11 percent) of the cost, a bigger share than their 7 percent of traffic”[77].

\(^3\)FHWA Forecasts of Vehicle Miles Traveled (VMT): Spring 2019 (https://www.fhwa.dot.gov/policyinformation/tables/vmt/vmt_forecast_sum.pdf)
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1.2 Overview and Contributions

In this dissertation, we study longitudinal control of automated vehicles and analyze their potential impacts on highway traffic, particularly in the sense of efficiency of the traffic flow. Overview and main contributions of each chapter is given below.

In chapter 2, V2I and V2V based automated highway merging control systems are studied. The impacts of both systems under different penetration rates of automated systems are evaluated. We propose both V2I and V2V enabled automated highway merging systems and validated their performances in microsimulation. We show that the both systems have potentials to accommodate higher traffic flows, V2I system being able to accommodating 200 more vehicles per hour and V2V system being able to accommodating 500 more vehicles per hour. Besides, we show that travel delays can be reduced significantly with V2V communication, and mildly improved with V2I system.

In chapter 3 and chapter 4, we focus on the phantom traffic jams, which is relevant to stability of the traffic dynamics. Stop-and-go waves can emerge spontaneously without an apparent bottleneck. Small fluctuations always exist in vehicles’ motion, human driving behavior tends to amplify fluctuations. When traffic density is high, fluctuations would accumulate, and eventually stop-and-go waves would emerge. Experiments on closed-ring roads have proved that this phenomenon can be induced purely by human driving behavior [85]. Experiments on a closed-ring road have also demonstrated that the stop-and-go waves can be potentially dissipated with automated vehicles [84]. While traffic on the closed-ring road can be considered as an autonomous system composed of multiple car following models and appearance of stop-and-go waves on it can be considered as a stability problem, traffic on open highway can be modeled as an input-output system composed of multiple car following models and appearance of stop-and-go waves can be modeled with string unstable car following models. We study the connection between the two analytically and prove stability of the ring road traffic based on string stability of car following models. We extend previous analysis and show results for a general class of car following models. For traffic composed of heterogeneous car following models, we can show that ring road stability is essential to prevent stop-and-go waves on normal highways. For traffic of identical car following models, we show that ring road stability is if and only if condition for preventing stop-and-go waves on highways. Since ring road stability is essential for preventing phantom traffic on highways, ring roads can then be used to verify capability of automated vehicles to dissipate stop-and-go waves. In chapter 4, we numerically study performance of automated vehicle algorithms under different penetration rates in simulations.

In chapter 5, we focus on the controller design and implementation of longitudinal motion control for trucks. A hierarchical controller with an upper controller and a lower controller is developed, where the upper controller computes the desired acceleration for a given task and then the lower controller executes actuators for the given acceleration. The lower controller is developed based on a physical model of vehicle longitudinal dynamics. A parameter estimator is integrated with the lower controller to estimate unknown parameters. Two main functions are developed for the upper controller: speed following and car following.
For the speed following, a smooth speed profile considers acceleration constraint and jerk constraint is generated to avoid overshoot. For the car following controller, a robust string stability controller is designed considering the uncertainty of the actuator dynamics and the requirement of a sufficient condition for traffic stability. To enhance the car following performance, a vehicle-to-vehicle communication is used to access the leading vehicle speed directly. Simulations and experiments are carried out to validate the proposed controller. In chapter 6, final remarks of the dissertation and an outlook of future research are given.
Chapter 2

Automated Highway Merging System

2.1 Overview

Highway merging is one of the most challenging driving situations. During the merging process, a driver need to monitor the speeds and positions of other vehicles coming from another direction and predict theirs intentions, while adjusting its speed in order to merge smoothly and safely. Observations and predictions of other vehicles is critical for safe and smooth merging. However, observing other vehicles coming from the other directions may be difficult because the on-ramp road is usually curvilinear and physically separated from the highway lanes, making it hard to estimate speeds and distances of vehicles from both ends, and what is even worse is that the visibility of other vehicles may be fully blocked by the highway structure. The vehicles coming from both directions may only see vehicles from the other direction clearly when the on-ramp vehicles are in the acceleration lane on the highway, which means the time to response for the vehicles involved in the merging procedure is short. In addition to the limited response time, generally lacking of coordination among vehicles makes the highway merging even more stressful. Unlike driving through a traffic light controlled intersection, drivers are generally instructed whether they should go or not, during highway merging, drivers need to constantly judge other motions and intentions of other vehicles based on driving experience and common sense. This procedure could be not only physically challenging but also mentally intensive when multiple vehicles are trying to merge at the same time. From the perspective of transportation system, because the traffic from two directions are not coordinated, conflicts are likely to arise at the merging section, which makes the traffic at merging section less efficient and even less safe.

Therefore, frameworks leveraging wireless communications to coordinate traffic at the highway merging section are proposed to relieve the bottleneck at the highway merging section and assist human drivers at the merging section. We propose two frameworks based on Vehicle-to-Infrastructure (V2I) communication enabled automated highway merging system and Vehicle-to-vehicle (V2V) communication enabled automated highway merging system. In the first scenario, V2I communication is used to extend the abilities of on-ramp vehicles...
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to detect the vehicles on the mainline, so that on-ramp vehicles with wireless communication capability would be able to detect the mainline vehicles earlier and could adjust their speeds with sufficient time so that they could merge into highway more smoothly. In the scenario of V2V communication, vehicles with communication capability could not only ‘see’ each other, but also could coordinate with each other actively, which would further reduce the conflicts due to uncertainties of driving behaviors of others. To evaluate the performances of the proposed automated highway merging systems, the systems are modeled in the microsimulation. Performances under different penetration rates are evaluated in terms of travel time. Simulation results shows the potential of using V2I/V2V to improve the traffic flow at the highway merging section. Main contributions of this chapter are:

- we propose a framework of V2I communication based automated highway merging system to enhance traffic flow at the merging section;
- we propose a framework using V2V communication based automated highway merging system to enhance traffic flow at the merging section;
- we evaluate both systems with well-calibrated microsimulation models and demonstrate the potentials of proposed systems. The evaluation is done in several different scenarios under different penetrate rates;
- we show that both systems are able to accommodate higher traffic flows, V2I system being able to accommodating 200 more vehicles per hour and V2V system being able to accommodating 500 more vehicles per hour.
- we show that travel delays can be reduced significantly with V2V communication. When traffic flow is at 6800 veh/hr, mean travel delay has been reduced from more than 40 seconds to less than five seconds.

Vehicles entering the highway from the on-ramp would possibly conflict with vehicles on the mainline and interrupt highway traffic flow. These conflicts could slow down mainline traffic and cause a bottleneck [116][8]. To improve traffic at the merging section, many solutions have been proposed by coordinating on-ramp vehicles and mainline vehicles.

Coordination of vehicles can be done by means of V2V/V2I communication. WAVE / DSRC [45] is a technology that enables V2V communication and V2I communication and thus makes related applications possible. An overview of applications using V2V/V2I and also other communication frameworks are summarized in [10][23][76]. Lu et al. [51] established mathematical frameworks for automated highway merging problems and derived control algorithms for variety of situations. The derived controller have been implemented and tested [54][110] in real world experiments. Milanes et al. [61] proposed an automated highway merging system which generates reference target gaps for vehicles based on their distances to the merging point A fuzzy control is used to track the target gap. The system is validated in real world experiments. Davis [19] proposed an ACC based cooperative merging strategy to to reduce conflicts in a merging section, and simulation experiments were carried
out to validate the performance. Xu et al. [71] analyzed the effect cooperative merging under different penetration rates in terms of maximum braking effort and show that cooperative merging can generally reduce perturbations more with higher penetration rates. The need for cooperative merging is more critical in the future when more vehicles are automated and connected and are forming ‘CACC platoons’, where gaps between vehicles are shorter and thus harder for other vehicles to merge [95]. Pueboobpaphan et al. [70] proposed a highway merging control which mainline vehicles are maneuvered to open gaps for entering vehicles while on-ramp vehicles are driven manually. Their approach is similar to the V2I automated highway merging system we are showing here, only one side of the traffic is being controlled while the other side is driving manually; but in this work, we consider the controls of the on-ramp vehicles and let the mainline vehicles drive manually, which is more nature, because highway vehicles typically have higher priority in terms of right out of way. Besides longitudinal based maneuvers to match gap for on-ramp vehicles, advising mainline vehicles to make a lane change in advance to open spaces for on-ramp vehicles can also reduce conflicts. Park et al. [65] proposed a lane change advisory algorithm, which advising mainline vehicles to make lane changes in advance if there would be potential conflicts with the on-ramp vehicles.

Inspired by these works, two different frameworks using V2I and V2V communication are proposed and evaluated in the microsimulation under different penetration rates.

This study is based on a microsimulation at a highway merging section. A section of four-lane highway with a single one-lane on-ramp entering the highway is considered, where the on-ramp road is directly connected to an acceleration lane adjacent to four main lanes of the highway. The highway merging section used in the simulation is shown in the figure 2.1. The stretch of acceleration lane is not long and the entering vehicles must merge into the mainline highway before the acceleration lane ends. In this study, the baseline scenario is when all vehicles are driven manually, the vehicles entering the highway from the on-ramp could not see the vehicles on the mainline until the vehicles are in the acceleration lane of the highway, and vice versa. The on-ramp vehicles would only begin to match the speeds and gaps of the vehicles on the mainline when they are on the acceleration lane. In the meantime, the mainline vehicles may slowdown to allow gaps to let the on-ramp vehicles to enter the highway. A state of the art model human driving model [53][115] is used to simulate driving behavior at the merging section. The merging process generally does not go smoothly and introduces some disturbance to the highway traffic. When the traffic flows coming from both directions are high, the disturbance caused by merging vehicles would eventually cause traffic jams at the merging section. In the simulation, a fixed flow of the on-ramp vehicles is used, while the flow of highway mainline is varying so that we can observe how is the bottleneck getting worse with increased highway traffic flow. The on-ramp flow is picked with a high volume flow so that it can generate enough conflicts to induce traffic jams.

(Notations) Figure 2.2 is a snap shot of vehicles on the highway and the on-ramp, along with some notations indicating states of the vehicles. Let \( X_0 \) be a reference on the highway and \( t \in [0, \infty) \) be the time variable. We define \( x_i(t) \in \mathbb{R} \) as the distance of the vehicle \( i \in \mathbb{N} \) to the reference point \( X_0 \) at time \( t \). In other words, for vehicles on the mainline, \( x_i(t) \) is
Figure 2.1: Four lane highway at the merging section. Green square indicates the area of highway mainline; yellow square indicates the area of the acceleration lane; and purple square indicates the on-ramp road.

the distance need to traverse on the highway before passing the \( X_0 \). We define \( v_i(t) \in \mathbb{R} \) be the longitudinal speed of the vehicle \( i \) at time \( t \). Because we mainly concern about the vehicles in the right most lane, only the vehicles in the right most lane are indexed. Mainline vehicles are indexed in increasing order based on the distance to the reference point \( X_0 \), i.e. \( x_i(t) < x_j(t) \), \( \forall i < j, i, j \in \mathbb{N} \). For example, in the figure 2.2, \( x_1(t) \) of the vehicle 1 is shorter than \( x_2(t) \) of the vehicle 2, which is shorter than \( x_3(t) \) of the vehicle 3, and so one. Similarly, for on-ramp vehicles, we define the \( x[i](t) \in \mathbb{R} \) as the sum of the distance it needs to take to enter the highway and the distance it needs to traverse along the highway to the reference point \( X_0 \); and \( v[i](t) \in \mathbb{R} \) be the speed of the on-ramp vehicle \( i \in \mathbb{N} \). For example, in figure 2.2, the position of the on-ramp vehicle is \( x[1](t) = l_1 + l_2 \) (\( l_1, l_2 \in \mathbb{R} \)) and its speed is \( v[1](t) \).

Figure 2.2: Illustration of vehicles around the highway merging section and their speeds and positions.

In the following sections, the V2I automated highway merging system and the V2V automated highway merging system will be introduced, followed by evaluations in the microsimulation.

### 2.2 V2I Automated Highway Merging System

(Overview of the V2I automated highway merging system) The basic concept of using V2I communication is to extend the line-of-sight of the on-ramp vehicles so that the
on-ramp vehicles can have more time to respond. The idea is using a road-side-unit (RSU) to sense the vehicle on the mainline and the on-ramp vehicles can access the data via use wireless communication to get the information of mainline vehicles earlier. Figure 2.3 illustrates the set up of the V2I automated highway merge system. Suppose the on-ramp intersects with the highway at $Q_1$. RSU is placed at the location $Q_0$. As mentioned, one of the main function of the RSU is detection the mainline vehicles, which can be done in practice with, for example, radar, lidar, vision sensor. Since the conflicts would likely to happen due to vehicles in the right most lane, the motions of the vehicles in the right most lane are particular interested. For simplicity, we assume the RSU only detects the right most lane. The red box indicates the region of the detection by RSU. We assume the range of RSU detection range is 200m, (i.e. $Q_0 Q_2 = 200$). In addition, the RSU could also broadcast the information to on-ramp vehicles in the green region, so that on-ramps vehicles could ‘see’ vehicles on main line earlier. With the help of V2I, on ramp vehicles can observe mainline vehicles even before they are within the line-of-sight of the on-ramp vehicles and could use these information to control the on-ramp vehicle to match highway speed and a gap in mainline earlier. In the meanwhile, mainline vehicles are still controlled manually and their line-of-sight are still obscured by the highway structure and no extra information is available for them via V2I communication. This would also mean that mainline vehicles generally are not necessarily equipped with wireless communication equipment. Because mainline vehicles generally have right of way, it is mainly on-ramp vehicles’ responsibility to match gaps. Provided that the mainline vehicles do not need to actively making gap to accommodate on-ramp vehicles, mainline vehicles may have little interests to having extra information of the on-ramp vehicles. Therefore, the V2I is designed mainly to benefit the on-ramp vehicles only.

![Figure 2.3: Illustration of the V2I automated highway merge system. $Q_0$ : location of the road side unit, which can detect positions and speeds of vehicles on the highway in the region indicated by the red box, and can also communicate with vehicles from the on-ramp (indicated by green lines). $Q_1$ is the intersection of the on-ramp and the highway. $Q_2$ is the farthest point that can be detected by the road side unit.](image)

Details of the V2I automated highway merging system The model of the V2I automated highway merging system composed of four main steps. Process of each step is described below. For simplicity, in the following description, we assume there is only one vehicle entering the highway from the on-ramp, but the system can be easily extend to the case with multiple on-ramp vehicles.
1. **Data processing:** In this step, the average speed of the vehicle on the mainline is computed. Suppose there are \( n \in \mathbb{R} \) vehicles in the right most lanes of the highway in the sensing range of the RSU, each having a speed \( v_i(t), \forall i \in \{1, \ldots, n\} \). Let \( \bar{v}_{hwy}(t) \in \mathbb{R} \) be the average highway speed at time \( t \in [0, \infty) \):

\[
\bar{v}_{hwy}(t) = \frac{1}{n} \sum_{i=1}^{n} v_i(t).
\]

2. **Speed harmonizing:** The on-ramp vehicle would adjust its speed to follow the highway speed \( \bar{v}_{hwy}(t) \), which is computed using the speed measurements of the vehicles in mainline. The acceleration command for the on-ramp vehicle \( a_{[1]}(t) \in \mathbb{R} \) is defined as follows:

\[
a_{[1]}(t) = k(\bar{v}_{hwy}(t) - v_{[1]}(t)),
\]

where \( k \in \mathbb{R} \) is a control parameter.

3. **Gap searching:** As soon as the on-ramp vehicle speed is close to the mainline vehicle speed (say at time \( t_1 \in [0, \infty) \)), it picks the closest vacant gap as the target merging gap:

\[
G = \{ p, q \in \mathbb{Z} | x_n(t_1) \geq \ldots \geq x_q(t_1) \geq x_{[1]}(t_1) \geq x_p(t_1) \geq \ldots \geq x_1(t_1) \},
\]

the vehicle \( p \) is the index of the *virtual leading vehicle*. It is virtual, because the on-ramp vehicle technically can not see it directly and the on-ramp vehicle is following it assuming it is physically ahead of it. Let \( v_p(t) \in \mathbb{R} \) be the speed of the *virtual leading vehicle*.

4. **Gap tracking:** The on-ramp vehicle would follow the *virtual leading vehicle* closely with a new acceleration command based on relative speed and relative distance with following formulation:

\[
a_{[1]}(t) = k_1(v_p(t) - v_{[1]}(t)) + k_2(x_{[1]}(t) - x_p(t) - d_{des} - k_3v_{[1]}(t)),
\]

where \( d_{des} \in \mathbb{R} \) is a desired following distance; \( k_1 \in \mathbb{R} \), \( k_2 \in \mathbb{R} \), and \( k_3 \in \mathbb{R} \) are design parameters. Ideally, the on-ramp vehicle would follow the *virtual leading vehicle* closely and the on-ramp vehicle should have already matched a gap and speed of the highway flow when it is in the acceleration lane. Matching a gap and speed of the highway flow is essential to merge into highway successfully.

5. **Merging:** When the on-ramp vehicle is in the acceleration lane and the gap to the leading vehicle and the following vehicle meet the requirement, the on-ramp vehicle would merge in.

There are some advantages of the V2I automated highway merging system:

- It does not require every vehicles have communication capability. Therefore, it is suitable even when penetration rates of the wireless communication on the vehicle is low;
• It can improve the traffic flow at the merging section by matching the speed of the on-ramp vehicle to highway speed and matching the position of the on-ramp vehicle to a gap earlier.

However, there are some limitations of the system. The system simply utilize one-way communication to help the on-ramp vehicle. It still relies implicit coordination between on-ramp vehicles and mainline vehicles at the end. Although the intention of the on-ramp vehicle may be more clear to mainline vehicles by matching the speed and align a gap earlier, ambiguity is not fully resolved because there is still no communication between vehicles directly. Therefore, an V2V based automated highway merging system is proposed.

2.3 V2V Automated Highway Merging System

Similar to the V2I automated highway merging system, the idea of V2V automated highway merging system is also using wireless communication to enhance the field of views of vehicles in the merging section. While increasing the field of view, V2V communication also enables vehicles from both directions to coordinate merging directly, so that the conflicts between two flows can be further reduced. In this V2V scenario, vehicles are still generally governed by the human driving model. Only a portion of vehicles that is equipped with vehicle to vehicle communication instruments would be controlled by the V2V automated highway merging system. The V2V automated highway system only controls vehicles near the merging section. The region of the control zone of the V2V automated highway merging system is depicted in figure 2.4, where V2V vehicles would participate in the V2V automated highway merging once they are inside the region and would resume manual driving as soon as they leave the region. The control range of the system is from 200 meters upstream (i.e. $Q_1Q_2 = 200$) to the end of the merging section ($Q_0$).

![Figure 2.4: Illustration of the V2V automated highway merging system. V2V Vehicles inside the V2V automated highway merging control region (indicated by red lines) would be controlled by the automated vehicle highway merging and would resume manual driving once they leave the region.](image)

**Details of the V2V automated highway merging system** The model of the V2V automated highway merging system is described below. Similarly, the V2V automated highway merging system also composed of a few steps. The process involves coordination between
mainline vehicles and on-ramp vehicles. Since the on-ramp vehicles are the ones required to find the gaps, the coordination is generally conducting by the on-ramp vehicles. That is, the on-ramp vehicles would be actively pairing with vehicles on the highway and requesting to form a 'virtual platoon'.

1. Data processing: Similar to the V2I automated highway merging system, the first step of the V2V automated highway merging system is also for the on-ramp vehicle to collect speeds and positions of mainline vehicles for later use. The information could be done with V2V communication to get the positions and speeds of mainline vehicles. Again, we use the average speed of vehicles on the mainline to compute a reference speed for on-ramp vehicle to follow:

\[
\bar{v}_{hwy}(t) = \frac{1}{n} \sum_{i=1}^{n} v_i(t).
\]

2. Speed coordination: The second step for the on-ramp vehicle-\([1]\) is to match the speed of highway vehicles. The acceleration command \(a_{[1]}(t)\) of the on-ramp vehicle could be computed as follows:

\[
a_{[1]}(t) = k(\bar{v}_{hwy}(t) - v_{[1]}(t)),
\]

where \(k \in \mathbb{R}\) is a design parameter of the controller.

3. Gap alignment: The on-ramp vehicle needs to actively search for a gap on on the mainline. As soon as the on-ramp vehicle speed is close to the mainline vehicle speed (say at time \(t_1 \in [0, \infty)\)), the on-ramp vehicle needs to find a virtual leader(VL) and a virtual follower(VF). The virtual leader and the virtual follower are found by firstly projecting the position of the on-ramp vehicle on the mainline and the vehicle that is right ahead of the projection point is the virtual leader and the one that is behind the projection point is the virtual follower. Formally, the virtual leader and the virtual follower for the on-ramp vehicle could be defined as follows:

\[
(VF, VL) = \{(p, q) \in \mathbb{Z}^2 | x_n(t_1) \geq x_p(t_1) \geq x_{[1]}(t_1) \geq x_q(t_1) \geq \ldots \geq x_1(t_1)\}.
\]

Once the VF and VL are found, the on-ramp vehicle would need to connect with them with V2V communication and coordinate with them to form a virtual platoon. In the virtual platoon, the on-ramp vehicle would follow its virtual leader, at the same time it also plays the role as a virtual leader for its virtual leader. When there are multiple on-ramp vehicles entering the highway at the same time, each on-ramp vehicle would sequentially find their VL and VF on the mainline following the same logic shown above and form a long virtual platoon. For example, suppose there are two on-ramp vehicles-\([1]\) and -\([2]\) on the on-ramp and at the same time there are three mainline vehicles \(p, q,\) and \(r\) such that the their distance satisfy following conditions:

\[x_p(t_1) > x_{[2]}(t_1) > x_q(t_1) > x_{[1]}(t_1) > x_r(t_1)\].
As a consequence, these five vehicle will form a virtual platoon: $r - [1] - q - [2] - p$, where vehicle-$r$ is the VF of vehicle-[1], which is the VF of the vehicle $q$, and vehicle-$q$ is also the VF of vehicle-[2], which is the VF of vehicle-$q$.

The idea of using V2V is to coordinate any two mainline vehicles to an entering on-ramp vehicle. Hence, the on-ramp vehicle need to communicate with both VF and VL at the same time. When the V2V penetration rate is low, finding both VF and VL may not always be possible. In the case that either VF and VL on the mainline could not be found, virtual platoon not being formed, the on-ramp vehicle should still be driven manually.

4. Virtual platoon: When the mainline vehicles and on-ramp vehicles form a virtual platoon, the longitudinal motions of the vehicles would be controlled by the V2V automated highway merging system. For the vehicles in the virtual platoon, their acceleration are governed by the relative distance and the relative speed to their virtual leader in the virtual platoon. We use $x_{VL,*}(t) \in \mathbb{R}$ and $v_{VL,*}(t) \in \mathbb{R}$ to denote position and speed of their corresponding virtual leader. Their acceleration command $a_*(t) \in \mathbb{R}$ is defined as follows:

$$a_*(t) = k_p(x_*(t) - x_{VL,*}(t) - h_d v_*(t)) + k_d(v_*(t) - v_{VL,*}(t) - a_*(t - \delta t)),$$

where $k_p \in \mathbb{R}$, $k_d \in \mathbb{R}$ and $h_d \in \mathbb{R}$ are control design parameters, $\delta t \in \mathbb{R}$ is a step size of the control system. The behavior of V2V automated highway merging system is similar to cooperative adaptive cruise control. Therefore, a model derived based on experimental data in real highway traffic [59] is used. In this work, $h_d$ is set as the desired time gap headway of the manual driver model, 1.3 seconds.

5. Merging: When the on-ramp vehicle is in the acceleration lane and the gaps between VF and VF in consecutive positions in the adjacent mainline lane are safe to make a merge, the on-ramp vehicle will make a lane change and return the control to human driver. Otherwise, the members of the virtual platoon will apply the V2V merge control to adjust the gap until it is large enough to accommodate a safe merging.

The V2V automated highway merging exploits the advantages of direct communication between vehicles. The on-ramp vehicles and mainline vehicles can not only detect vehicles on the other side earlier but also directly coordinate with them to reduce conflicts. However, the coordination requires both vehicles on the mainline and vehicles on the on-ramp to have wireless communication capability. In principle, higher penetration rates of connected vehicles is needed to effectively deploy such system to improve traffic flow at the merging section. Evaluating the effectiveness of the system under different penetration rates is shown in the next section.

2.4 Simulation Studies

Evaluation of the automated highway merging systems is done in Aimsun, a microscopic traffic simulation software. A four-lane highway with a on-ramp road as described in section 2.1 is built in the simulation. The source of the highway is at 2000 meters away from the
merging section, so that the mainline traffic flow entering the merging section would be quite stable and perturbations to the traffic flow would be mainly from conflicts between on-ramp vehicles and mainline vehicles at the merging section. Traffic flow smoothness is assessed with regard to average travel time for vehicles to travel a 1500m long highway section stretching across the merging section. Several scenarios with different control systems are compared. For each scenario, the travel time is evaluated with varying highway traffic flow volume while keeping a high on-ramp flow volume fixed at 500 veh/hr. For a given highway flow, the travel time is computed over one hour of simulated operations.

We first evaluate the performances of the proposed two automated highway merging systems and compare them against baseline scenarios. The scenarios are:

- **All manual**: All vehicles are controlled by state-of-the-art human driving model described in [53][115]. This is a baseline scenario, demonstrating the worst case without any control.

- **V2I merge control**: All on-ramp vehicles are controlled with V2I automated highway merging control (section 2.2), while other vehicles are controlled with human driving model.

- **V2V merge control**: All vehicles are assumed to have capability of wireless communication. Vehicles in the control zone of the system are controlled by the system, while all other vehicles are maneuvered by the human driving model (section 2.3).

- **All V2V control**: All vehicles are assumed to have capability of wireless communication. Similar to the previous scenario, but vehicles not involved in the automated highway merging would be controlled with cooperative adaptive cruise control (CACC). The CACC model is as described in [59]. This scenario demonstrated the ideal case when all vehicles are connected and cooperatively controlled.

- **All manual w/o on-ramp**: Similar to the first scenario, but without on-ramp traffic flow entering the highway. By comparing this scenario to the first scenario, one can observe the impact of the on-ramp traffic to the highway traffic flow.

Figure 2.5 shows the average travel time for mainline vehicles. Figure 2.6 shows only the average travel time for the on-ramp vehicles. As mentioned, the last scenario has no on-ramp vehicles entering the highway. Thus, no travel time is being reported for this scenario in figure 2.6. Figure 2.7 shows the average travel time for all vehicles. Average travel time for on-ramp vehicles are generally longer than the mainline vehicle is due to the fact that initial speeds of on-ramp vehicles are lower than highway traveling speed. For each scenario, simulation results are done with mainline flows up to the point when no higher mainline traffic flow can be generated; for example, for **All manual w/o on-ramp** case, the maximum flow that can generate is 8300 veh/hr.

By comparing **All manual** and **All manual w/o on-ramp**, we can see that the on-ramp flow drastically disturbs the traffic flow near the merging section. Eventually, the on-ramp flow
causes a bottleneck at the merging section and reduce the capacity of the highway from more than 8000 veh/hr to around 7000 veh/hr. The improvement of the V2I system is limited at lower traffic flows and is more significant at higher flow volume, but it can effectively improve the throughput by around 300 veh/hr. As expected, the V2V system improves the travel time even more and can sustain maximum about 500 veh/hr more than the all manual driving scenario. The all V2V control scenario demonstrated ideal scenario and show that the traffic flow volume may be increase by 4000 veh/hr when all vehicles are connected and cooperatively controlled.

According to the above results, we have seen the potential of the V2V system at 100% penetration rate of V2V communication. The V2V automated highway merging system in principle requires a higher penetration rates. We are interested to evaluate how sensitive the performance of the V2V with respect to the penetration rates of the connectivity. Thus, we evaluate the performance of the V2V automated highway merging system under different penetration rates, and combinations of V2V and V2I.

Penetration rate of 0% is shown as a baseline along with penetration rates of 25%, 50%, 75%, and 100%. Figure 2.8 shows the average travel time for mainline vehicles. Figure 2.9 shows only the average travel time for the on-ramp vehicles. Figure 2.10 shows the average travel time for all vehicles. Again, average travel time for on-ramp vehicles are generally longer than the mainline vehicle because of the fact that initial speeds of on-ramp vehicles are lower than highway traveling speed. The plotted results stop at the point where the merge junction is saturated and the traffic congestion propagates beyond the end of the
network. At travel flow 6800 veh/hr, the travel time for free-flow traffic is about 55 seconds. By comparing the travel time of 0% to 100% V2V at 6800 veh/hr, we can observe that the travel delay has been improved significantly with V2V (from more than 40 seconds of delay to less than five seconds). Besides, the V2V can improve the maximum flow by more than 500 veh/hr (from 6800 veh/hr to 7500 veh/hr).

As average travel time increase with traffic flow volume because more conflicts happen at higher flow, the benefit of the V2V system is more significant at higher flow volume. The results show that the performance of the V2V merge control improves with increases in the V2V penetration rate. Note that the results do not scale linearly with the market penetration, with the 50% case showing a relatively small improvement compared to the 100% case. This is because when the penetration rate is low, the probability of forming a virtual platoon is smaller, which means most vehicles would driven manually and the improvement would be less significant. When the penetration rate is low, the V2I system may still help on-ramp vehicles even. To maximize the benefit of vehicles with wireless communication device, We can consider to combine the V2V and V2I at medium penetration rates.

The results of V2V system combining with V2I system at medium penetration rates are shown. Figure 2.11 shows average travel time of vehicles with different combination of V2V system and V2V system when 50% of vehicles are equipped with wireless communication devices. Figure 2.12 shows the results when the penetration rate of communication device is 60%. With the help of V2I system, we can see that the travel time can be greatly improved.
2.5 Summary

In this chapter, frameworks using wireless communication to relieve bottlenecks at highway merging section are proposed: the V2I automated highway merging system and the V2V automated highway merging system. These two systems are evaluated in microsimulation in terms of travel time. Comparisons with respect to baseline scenarios show that both systems have been successfully improved the traffic flow at the merging section, with the V2V system showing more significant improvement than the V2I system. Penetration rates study shows that the V2V system is sensitive to penetration rates of communication devices. Although improvement of the V2I system is not significant, technically, the required penetration rates for the V2I system is relatively low. It can benefit every on-ramp vehicles with communication devices. Therefore, the benefit of the V2I system could be used as an incentive for adopting wireless communication devices at early phase when wireless communication device is firstly introduced to the market.
Figure 2.8: Average travel time of the mainline highway vehicles approaching from upstream.

Figure 2.9: Average travel time of the on-ramp vehicles entering the highway.
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Figure 2.10: Average travel time of all vehicles (on-ramp vehicles + mainline vehicles).

Figure 2.11: Average travel time of all vehicles with and without V2I merging control system when 50% of vehicles are equipped with communication devices.
Figure 2.12: Average travel time of all vehicles with and without V2I merging control system when 60% of vehicles are equipped with communication devices.
Chapter 3

Traffic Stability Analysis on Ring Road

In this chapter and the next chapter, we will switch our focus to the phantom traffic jams, which is traffic jams not because of bottlenecks but because of underlying behaviors of vehicles in the traffic. Analytical studies are done in this chapter, while the next chapter is focused on numerical studies.

A string of vehicles on an open highway can be modeled as an input-output system composed of multiple car-following models, where the leading vehicle is ‘seeing’ its preceding vehicle and the preceding vehicle’s state would act as input to the vehicle string. For the string of vehicles on highways, propagation of stop-and-go waves can be characterized with string stability. For a string of heterogeneous car following models, collective string stability is saying that the disturbance to the last vehicle in the string is smaller than the first vehicle in the string. For a string of identical car following models, the car following model is string stable if disturbance attenuates from downstream to upstream between any two consecutive vehicles. On the other hand, a string of vehicles on the closed-ring road can be seen as an autonomous system without exogenous input to the string. Input of every vehicle is the state of other vehicles in the string. In this case, emergence of stop-and-go waves can be considered as a stability problem. In this chapter, we analytically study the connection between string stability and ring road stability. We show that for a traffic composed of heterogeneous car following models, we showed that ring road stability is necessary for collective string stability. For traffic composed of identical car following models, ring road stability is necessary and sufficient for string stability the car following model. The results shown here can be used for stability analysis of traffic and for controller design. Simulation results are shown to test our analytical results.
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3.1 Overview

In 2008, Sugiyama et al. [85] implemented the first ring road experiment to verify the supposition that traffic jams can emerge spontaneously without a bottleneck. In the experiment, a few vehicles were initially spaced equally on the ring road and drivers were asked to follow the traffic steadily. At the beginning of the experiment, vehicles were driving smoothly, but a few moments later, their speeds began to fluctuate, and eventually, stop-and-go waves appeared. Tadaki et al. [89] extended the ring road experiment in different settings and demonstrated that higher density would more likely trigger the emergence of stop-and-go waves. The emergence of stop-and-go waves can have adversarial impact to traffic efficiency and fuel economy and many previous works have demonstrated the potentials of improving traffic efficiency and fuel economy by smoothing traffic with control of automated vehicles (Alam et al. [3]; Malikopoulos et al. [57]; Wu et al. [103]; Xu et al. [112]; Zhao et al. [117]).

In 2018, seminal experiments displaying implementations of stabilizing algorithms by Stern et al. [84] demonstrated the concept for the first time in real world experiments. In their experiments, capability of dissipating stop-and-go waves via an automated vehicle have been exhibited on a ring road, where both a Lyapunov based controller [20] and a hand designed controller [11],[12] are tested. Besides being used for validations, by modelling the ring road with car following models, the ring road can potentially be exploited for further usage, e.g. automated vehicle controller design (Kreidieh et al. [42]; Wu et al. [105]). While ring road models of car-following models can potentially bring new opportunities for transportation technology, comprehensive studies of the models are essential to leverage full utility of the models for extensive studies.

By modelling the ring road as a dynamical system composed of car-following models, the emergence of stop-and-go waves can be attributed to instability of the dynamical system. Bando et al. [5] pioneered the study and derived conditions of a car-following model for stable ring road based on analysis of eigenoscillation modes. Linear stability of the ring road can be studied based on eigenvalues of the ring road model. Orosz et al. [63][64] analyzed stability by Hopf bifurcations. Cui et al. [17] analyzed linear stability of the ring road based on eigenvalues of the linearized ring road model and derive a controller to stabilize the ring road. They both derived similar stability conditions on transfer functions of car-following models for a ring road of identical car-following models. A ring road model which consists of identical linear (or linearized) car-following models can be represented by a block circulant matrix. Eigenvalues of block circulant matrices can be determined by exploiting the special stricture [75][58][66]. Zheng et al. [118] analyzed stability of the ring road model by exploiting the structure of block circulant matrices and designed an optimal control to stabilize the ring road. These previous works were focused on identical car-following models or no more than two models. In this chapter, we provide a more general discussion of the ring road stability, not only for identical car-following models but also for heterogeneous car-following models. Particularly, string stability, which characterizes how disturbance is propagating between vehicles, is used to prove the stability of the ring road.

Different definitions of string stability can be found in the literature [24]. Swaroop et al.
introduced one of the earliest formal definition of string stability for a class on interconnected systems [87, 88]. Follow their definition, for linear systems, it is well-known that $H_\infty$ norm of a transfer function being smaller or equal than one is considered as an equivalent condition for string stability [87, 72, 80]. A study of string stability for a platoon of heterogeneous linear vehicle models can be found in [79]. We follow the definition of string stability in the sense of the $H_\infty$ norm to prove the stability of the ring road.

Main contributions of this chapter are summarized as follows:

- We formally model the ring road and study the ring road stability based on eigenvalues of the linearized model around an equilibrium point.

- We generally study the stability of a broader class of linear interconnected systems which has a structure similar to that of a ring road model. The stability can be determined based on string stability of subsystems. For the ring road of heterogeneous car following models, we prove that collective string stability is sufficient for a linear interconnected system having at most one pole at the origin and no poles in the right half complex plane.

- We show that the pole at the origin does not destroy asymptotic stability of the system, given that the system states satisfy the linear state constraint due to the structure of the ring road.

- For the linear interconnected systems which consist of identical subsystems, we show that the string stability of each subsystem is not only a sufficient condition but also a necessary condition for asymptotic stability of the interconnected systems when the number of the subsystems in the interconnected systems is large enough.

- We test our analytical results with linear and nonlinear car following models in simulations. Simulation results show that the ring road is not stable with string unstable models; and the ring road is stable with string stable models.

- Furthermore, we use the string stability condition for heterogeneous vehicles to synthesize a controller for an automated vehicle to stabilize a ring road which was not stable. A simulation result verified the design of the controller.

This chapter is organized as follows: Notations and preliminaries are introduced in section 3.2. In section 3.3, we briefly review a type of car following models and discuss the stability. In section 3.4, a ring road model is introduced with a discussion about the existence and the uniqueness of the equilibrium point for the ring road, followed by main results showing that the ring road stability can be characterized by the string stability of the car following models. To test our results, simulations of linear car following models are carried out in section 3.5. In section 3.6, we further validate our results with simulations of nonlinear car following models. Based on a string stability condition, a controller is synthesized. We show that this controller is capable of stabilizing the ring road which was originally unstable. Finally, section 3.7 summarizes this chapter.
3.2 Notations and Preliminaries

In this chapter, a ring road with $N \in \mathbb{N}$ vehicles is considered. We labeled vehicles with numbers from 1 to $N$ sequentially, with $i - 1$-th vehicle (called vehicle-$i - 1$) generally being the preceding vehicle of the $i$-th vehicle $\forall i \in \{2, \ldots, N\}$; except for the first vehicle, vehicle-1, the preceding vehicle is vehicle-$N$. We use subscriptions to indicate the variables for each vehicle. For example, figure 3.1 is an illustration of three vehicles on the ring road with their variables indicated with subscriptions.

A few frequently used variables in this chapter are defined as follows:

- $r_i(t) \in \mathbb{R}$: traversed distance of the vehicle-$i$ at time $t \in [0, \infty)$;
- $v_i(t) \in \mathbb{R}$: speed of the vehicle-$i$ at time $t$;
- $a_i(t) \in \mathbb{R}$: acceleration of the vehicle-$i$ at time $t$;
- $L_i \in \mathbb{R}$: length of the vehicle-$i$;
- $d_i(t) \in \mathbb{R}$: inter-vehicle space between vehicle-$i$ and the preceding vehicle at time $t$, where $d_i(t) = r_{i-1}(t) - r_{i}(t) - L_i$, $\forall i \in \{2, \ldots, N\}$, and $d_1(t) = r_N(t) - r_1(t) - L_1$.

![Figure 3.1: Illustration of three vehicles on the ring road. These vehicles are sequentially labeled as vehicle-$i - 1$, vehicle-$i$, and vehicle-$i + 1$. The speeds of these vehicles are $v_{i-1}(t)$, $v_i(t)$, and $v_{i+1}(t)$, respectively; and the lengths of the vehicles are $L_{i-1}$, $L_i$, and $L_{i+1}$, respectively. $d_{i+1}(t)$ and $d_i(t)$ are inter-vehicle spaces between vehicle-$i$ and vehicle-$i + 1$ and between vehicle-$i - 1$ and vehicle-$i$, respectively.](image)

3.3 Individual Car Following Model Stability

We consider car-following models that the acceleration of the model is formulated as a function of the subject vehicle speed ($v(t)$), the preceding vehicle speed ($v_p(t)$), and the inter-vehicle distance between the subject vehicle and the preceding vehicle ($d(t)$), for example,
intelligent driver model (IDM)\cite{90, 91} and optimal velocity model (OVM)\cite{101, 6}. Generally, the model can be written as follows:

\[
\begin{align*}
\dot{d}(t) &= v_p(t) - v(t), & \forall t \geq 0 \\
\dot{v}(t) &= f(d(t), v(t), v_p(t)), & \forall t \geq 0 \\
d(0) &= d_0, \quad v(0) = v_0,
\end{align*}
\]

(3.1)

where \(d_0 \in \mathbb{R}\) is the initial distance between the subject vehicle and the preceding vehicle, \(v_0 \in \mathbb{R}\) is the initial speed of the subject vehicle, and \(f : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}\). We assume that there exists a unique solution \(d(\cdot)\) and \(v(\cdot)\) for a given \(v_p : [0, \infty) \to \mathbb{R}\) which is continuous in time.

The stability of the individual car-following model is the property that characterizes whether the subject vehicle can follow the leading vehicle steadily when the leading vehicle is driving at a constant speed, which is referred to as individual vehicle stability \cite[Chapter 6]{72}, local stability \cite[Chapter 15]{91}, or platoon stability \cite{101}. Suppose the leading vehicle is driving at a constant speed, \(v_p(t) = v_p^* \in \mathbb{R}_{\geq 0}, \forall t \geq 0\), stability of the car following model is defined as whether the subject vehicle can follow the leading vehicle steadily.

**Definition 3.3.1.** The car following model (3.1) is stable if

\[
\lim_{t \to \infty} v(t) = v_p^*.
\]

For a given leading vehicle speed \(v_p^*\), we assume that there exists a unique equilibrium point \((d^*, v^*) \in \mathbb{R}^2\) for the car following model (3.1), which is generally true for typical car following models, for example, both IDM and OVM have a unique equilibrium point \((d^*, v^*)\) for a given leading vehicle speed. The equilibrium point \((d^*, v^*)\) satisfies

\[
\begin{align*}
0 &= v_p^* - v^*, \\
0 &= f(d^*, v^*, v_p^*).
\end{align*}
\]

In fact, the equilibrium speed of the subject vehicle \(v^*\) is equivalent to the preceding vehicle’s speed \(v_p^*\). Therefore, the second equation can be reduced to \(0 = f(d^*, v^*, v^*)\).

By investigating eigenvalues of the linearized model, local stability around the equilibrium point can be assessed. For a given equilibrium point \((d^*, v^*)\), we define \(\Delta d(t) := d(t) - d^*\) and \(\Delta v := v(t) - v^*\). Taking the Jacobian of (3.1), we obtain the following linear system:

\[
\begin{align*}
\Delta \dot{d}(t) &= -\Delta v(t), \\
\Delta \dot{v}(t) &= \alpha_1 \Delta d(t) + \alpha_2 \Delta v(t),
\end{align*}
\]

where \(\alpha_1 = \frac{\partial f}{\partial d}(d, v, v_p)|_{d=d^*, v=v^*, v_p=v_p^*}\), and \(\alpha_2 = \frac{\partial f}{\partial v}(d, v, v_p)|_{d=d^*, v=v^*, v_p=v_p^*}\). The corresponding characteristic equation then is the following second order polynomial in \(\lambda\):

\[
\lambda^2 - \alpha_2 \lambda + \alpha_1 = 0.
\]
The Routh-Hurwitz stability criterion [27] can be used to determine whether the poles are in the left half plane. If $\alpha_1 > 0$ and $\alpha_2 < 0$, all the poles are in the left half plane, and, then, the system would be stable.

## 3.4 Ring Road Stability

### 3.4.1 Ring Road Model

We consider the ring road formed of $N \in \mathbb{N}$ vehicles following each other, where each car following model can be modelled as (3.1); hence, the ring road dynamics is described follows:

\[
\begin{align*}
\dot{d}_1(t) &= v_N(t) - v_1(t), \\
\dot{v}_1(t) &= f_1(d_1(t), v_1(t), v_N(t)), \\
\dot{d}_i(t) &= v_{i-1}(t) - v_i(t), \quad \forall i \in \{2, \ldots, N\} \\
\dot{v}_i(t) &= f_i(d_i(t), v_i(t), v_{i-1}(t)), \quad \forall i \in \{2, \ldots, N\} \\
d_i(0) &= d_{i,0}, \quad \forall i \in \{1, \ldots, N\}, \\
v_i(0) &= v_{i,0}, \quad \forall i \in \{1, \ldots, N\}, \\
\forall t \geq 0,
\end{align*}
\]  

(3.2)

where $f_i : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is continuous and differentiable, representing the car following model of each vehicle as described in section 3.3; $d_{i,0} \in \mathbb{R}$ is the initial space between of the vehicle-$i$ and its preceding vehicle; and $v_{i,0} \in \mathbb{R}$ is the initial speed of the vehicle-$i$. Let $R_{\text{ring}} \in \mathbb{R}_{>0}$ be the ring road radius and suppose the radius of the ring road is large enough to accommodate $N$ vehicles on the ring road, i.e. $2\pi R_{\text{ring}} - \sum_{i=1}^{N} L_i > 0$. It can be noted that the total length of these vehicles (distance headways and vehicle lengths) on the ring road is constant for the all time. This can be shown by aggregating derivative of $d_i(t)$: $\sum_{i=1}^{N} \dot{d}_i(t) = 0$; therefore, $\sum_{i=1}^{N} d_i(t)$ is a constant for all the all time. In fact, the length is equivalent to the circumference of the ring road:

\[
\sum_{i=1}^{N} d_i(t) + \sum_{i=1}^{N} L_i = 2\pi R_{\text{ring}}, \quad t \geq 0.
\]  

(3.3)

This inherent property of the ring road is critical for calculating equilibrium points and determining stability of the ring road.

### 3.4.2 Ring Road Equilibrium Point

Suppose there exists an equilibrium point $(v_1^*, d_1^*, \ldots, v_N^*, d_N^*) \in \mathbb{R}^{2N}$ for the ring road model. The equilibrium point can be calculated by the ring road model (3.2) with $d_i(t) = 0$ and
\( \dot{v}_i(t) = 0 \), and the linear constraint of the total length (3.3):

\[
\begin{align*}
0 &= v_N^* - v_1^*, \\
0 &= f_i\left(d_i^*, v_1^*, v_N^*\right), \\
0 &= v_{i-1}^* - v_i^*, \quad \forall i \in \{2, \ldots, N\} \\
0 &= f_i\left(d_i^*, v_i^*, v_{i-1}^*\right), \quad \forall i \in \{2, \ldots, N\}, \\
\sum_{i=1}^{N} d_i^* &= 2\pi R_{\text{ring}} - \sum_{i=1}^{N} L_i.
\end{align*}
\]

(3.4)

It can be observed that at the equilibrium point, speeds for all the vehicles on the ring road are the same: \( v_1^* = v_2^* = \cdots = v_N^* = v^* \), where \( v^* \in \mathbb{R} \) represents an equilibrium speed of the ring. We can simplify (3.4) and obtain following equations:

\[
\begin{align*}
v_i^* &= v^*, \quad \forall i \in \{1, \ldots, N\} \\
0 &= f_i\left(d_i^*, v^*, v^*\right), \quad \forall i \in \{1, \ldots, N\}, \\
\sum_{i=1}^{N} d_i^* &= 2\pi R_{\text{ring}} - \sum_{i=1}^{N} L_i.
\end{align*}
\]

(3.5)

The solution of (3.5) exists and is unique if the following assumptions hold.

**Assumption 1.** We assume that for each car following model, there exists a unique equilibrium state \( (d^*, v^*) \in \mathbb{R}^2 \) given a constant preceding vehicle speed. In other words, \( 0 = f_i(d_i^*, v^*, v^*) \) has a unique solution \( d_i^* \) for any given \( v^* \).

**Assumption 2.** We assume that the equilibrium space \( d_i^* \) is monotonically increasing with respect to the equilibrium speed \( v^* \). That is, for any tuples \( (d_i^*, v^*) \) and \( (\bar{d}_i^*, \bar{v}^*) \), where \( 0 = f_i(d_i^*, v^*, v^*) \) and \( 0 = f_i(\bar{d}_i^*, \bar{v}^*, \bar{v}^*) \), \( \bar{d}_i^* < d_i^* \) if and only if \( \bar{v}^* < v^* \).

**Assumption 3.** We assume the circumference of the ring road is larger than the total length of vehicles at zero speed, i.e. \( 2\pi R_{\text{ring}} \geq \sum_{i=1}^{N} d_i + L_i \), where \( d_i \in \mathbb{R} \) satisfies \( f_i(d_i, 0, 0) = 0, \forall i = \{1, \ldots, N\} \).

Assumption 3 holds automatically for a ring road large enough. Assumption 1 and assumption 2 are relevant to properties of the car following models and they are generally valid for commonly used car following models, for example, IDM and OVM. We can show these two assumptions hold for IDM and OVM.
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We show assumption 1 and assumption 2 are true for IDM and OVM. Recall formulation of IDM [91]:

\[
\dot{v}(t) = a \left( 1 - \left( \frac{v(t)}{v_0} \right)^\delta - \left( \frac{s^*(v(t), v_p(t))}{d(t)} \right)^2 \right),
\]

\[
s^*(v(t), v_p(t)) = s_0 + v(t)T + \frac{v(t)(v_p(t) - v(t))}{2\sqrt{ab}},
\]

where \(a \in \mathbb{R}_{>0}, b \in \mathbb{R}_{>0}, v_0 \in \mathbb{R}_{>0}, \) and \(T \in \mathbb{R}_{>0}\) are parameters; \(v(t) \in \mathbb{R}\) is the subject vehicle speed, \(v_p(t) \in \mathbb{R}\) is the leading vehicle speed, and \(d(t) \in \mathbb{R}\) is the distance gap between the leading vehicle and the subject vehicle. At steady state, \(\dot{v}(t) = 0\) and subject vehicle speed is equivalent to the preceding vehicle speed : \(v^* = v_p^* \in \mathbb{R}\). Thus, steady state \((v^*, d^*) \in \mathbb{R}^2\) satisfies following equation:

\[
0 = a \left( 1 - \left( \frac{v^*}{v_0} \right)^\delta - \left( \frac{s_0 + v^*T}{d^*} \right)^2 \right).
\]

We can solve the above equation and attain \(d^*\) as a function of \(v^*\):

\[
d^* = \sqrt{\frac{(s_0 + v^*T)^2}{1 - \left( \frac{v^*}{v_0} \right)^\delta}}.
\]

It can be noted that for any \(v^*\), there exists an unique \(d^*\) and for any two steady states \((v^*, d^*)\) and \((v^\dagger, d^\dagger) \in \mathbb{R}^2\), \(d^* \leq d^\dagger\) if and only if \(0 \leq v^* \leq v^\dagger \leq v_0\). Similarly, we can also show the same thing for optimal velocity model [101]:

\[
\dot{v}(t) = \frac{1}{T_{ovm}} \left( \bar{V}(d(t)) - v(t) \right) + b_{ovm} \left( v_p(t) - v(t) \right),
\]

where \(\bar{V} : \mathbb{R} \rightarrow \mathbb{R}\) is a continuous and monotonically increasing function. \(b_{ovm} \in \mathbb{R}_{>0}\) and \(T_{ovm} \in \mathbb{R}_{>0}\) are parameters. At steady state, \(\dot{v}(t) = 0\) and subject vehicle speed is equivalent to the preceding vehicle speed : \(v^* = v_p^*\); \((v^*, d^*) \in \mathbb{R}^2\) satisfies following equation:

\[
0 = \frac{1}{T_{ovm}} \left( \bar{V}(d^*) - v^* \right).
\]

Because \(\bar{V}\) is monotonically increasing function, \(d^*\) is unique for a \(v^*\) and for any two steady states \((v^*, d^*)\) and \((v^\dagger, d^\dagger) \in \mathbb{R}^2\), \(d^* \leq d^\dagger\) if and only if \(v^* \leq v^\dagger\).

**Theorem 3.4.1.** Suppose assumption 1 and assumption 2 hold for all car following models on the ring road and the radius of the ring road is large enough (assumption 3). Then, the ring road model (3.2) has an unique equilibrium point satisfying (3.5).
Proof. We first show that (3.5) has a solution. For a given speed $v^*$, with assumption 1, there exists a unique total length of the vehicles $\sum_{i=1}^{N} d_i^* + L_i$. Following assumption 2, we know that the total length of the vehicles is longer at higher speed. Since the circumference of the ring road is larger than the steady state length at zero speed (assumption 3), there exists a speed $v^* > 0$ such that the total length of the vehicles matches the circumference of the ring road.

We then show the solution is unique by contradiction. Suppose that $(\bar{v}^*, \bar{d}_1^*, \ldots, \bar{d}_N^*)$, and $(v^*, d_1^*, \ldots, d_N^*)$ are both solutions of (3.5) and $\bar{v}^* > v^*$. Because $\bar{v}^* > v^*$, $\bar{d}_i^* > d_i^*$, $\forall i \in \{1, \ldots, N\}$, following assumption 2. This implies that $\bar{d}_1^* + \bar{d}_2^* + \cdots + \bar{d}_N^* > d_1^* + d_2^* + \cdots + d_N^*$. This contradicts the last equation of (3.5).

Given the equilibrium point, the stability of the ring road dynamics is studied in the sense of the Lyapunov [39].

3.4.3 Ring Road Stability

Suppose $(d_1^*, v_1^*, \ldots, d_N^*, v_N^*) \in \mathbb{R}^{2N}$ is the equilibrium point of the ring road model (3.2). For convenience, we first translate the coordinate so that the equilibrium point is at the origin. We define $\Delta d_i(t) = d_i(t) - d_i^*$, and $\Delta v_i(t) = v_i(t) - v_i^*$, $\forall i \in \{1, \ldots, N\}$ and attain the ring road model (3.2) in the new coordinate:

$$\begin{align*}
\dot{\Delta} d_1(t) &= \Delta v_N(t) - \Delta v_1(t), \\
\Delta v_1(t) &= \bar{f}_1 \left( \Delta d_1(t), \Delta v_1(t), \Delta v_N(t) \right), \\
\dot{\Delta} d_i(t) &= \Delta v_{i-1}(t) - \Delta v_i(t), \forall i \in \{2, \ldots, N\} \\
\Delta v_i(t) &= \bar{f}_i \left( \Delta d_i(t), \Delta v_i(t), \Delta v_{i-1}(t) \right), \forall i \in \{2, \ldots, N\} \\
\Delta d_i(0) &= d_{i,0} - d_i^*, \forall i \in \{1, \ldots, N\} \\
\Delta v_i(0) &= v_{i,0} - v_i^*, \forall i \in \{1, \ldots, N\} \forall t \geq 0,
\end{align*}$$

(3.6)

where $\bar{f}_1(\cdot, \cdot, \cdot) := f_1(\cdot + d_1^*, \cdot + v_1^*, \cdot + v_N^*)$ and $\bar{f}_i(\cdot, \cdot, \cdot) := f_i(\cdot + d_i^*, \cdot + v_i^*, \cdot + v_{i-1}^*), \forall i \in \{2, \ldots, N\}$.

The local stability of the nonlinear system can be determined based on stability of the
linearized model at an equilibrium point. The linearization of the ring road model is:

\[ \begin{align*}
\Delta d_1(t) &= \Delta v_N(t) - \Delta v_1(t), \\
\Delta v_1(t) &= \alpha_1^{(1)} \Delta d_1(t) + \alpha_2^{(1)} \Delta v_1(t) + \beta_1^{(1)} \Delta v_N(t), \\
\Delta d_i(t) &= \Delta v_{i-1}(t) - \Delta v_i(t), \quad \forall i \in \{2, \ldots, N\} \\
\Delta v_i(t) &= \alpha_1^{(i)} \Delta d_i(t) + \alpha_2^{(i)} \Delta v_i(t) + \beta^{(i)} \Delta v_{i-1}(t), \quad \forall i \in \{2, \ldots, N\} \\
\Delta d_i(0) &= d_{i,0} - d_i^0, \quad \forall i \in \{1, \ldots, N\} \\
\Delta v_i(0) &= v_{i,0} - v_i^0, \quad \forall i \in \{1, \ldots, N\}, \\
\forall t &\geq 0,
\end{align*} \]

where \( \alpha_1^{(i)} = \frac{\partial f_i}{\partial \Delta d_i}|_{(0,0,0)} \), \( \alpha_2^{(i)} = \frac{\partial f_i}{\partial \Delta v_i}|_{(0,0,0)} \), and \( \beta^{(i)} = \frac{\partial f_i}{\partial \Delta v_{i-1}}|_{(0,0,0)} \). To determine the stability, we need to know the eigenvalues of the characteristics equation, which can be attained by solving a high order polynomial. However, it might be difficult to solve it; even numerically, it might be difficult to find all the roots. The ring road is an interconnected system which is composed of subsystems. It would be ideal if the stability of the interconnected systems can be determined based on the string stability of the car following models. We will study a general form of interconnected linear systems which can describe the linearized ring road and then apply the result to the linearized ring road.

### 3.4.4 Stability of the Cyclic Interconnected Linear Systems

Consider the linear interconnected systems which consists of \( N \in \mathbb{N} \) single-input-single-output linear systems. They are interconnected in a way that one’s output is the input of another subsystem next to it, and the last subsystem’s output is the input of the first subsystem:

\[ \begin{align*}
\dot{x}_1(t) &= A_1 x_1(t) + B_1 y_N(t), \\
y_1(t) &= C_1 x_1(t), \\
\dot{x}_i(t) &= A_i x_i(t) + B_i y_{i-1}(t), \quad \forall i \in \{2, \ldots, N\}, \\
y_i(t) &= C_i x_i(t), \quad \forall i \in \{2, \ldots, N\}, \\
x_i(0) &= x_{i,0}, \quad \forall i \in \{1, \ldots, N\}, \\
\forall t &\geq 0,
\end{align*} \]

where \( A_i \in \mathbb{R}^{n \times n} \), \( B_i \in \mathbb{R}^{n \times 1} \), \( C_i \in \mathbb{R}^{1 \times n} \), \( x_i(t) \in \mathbb{R}^n \) is the state of each subsystem and \( y_i(t) \in \mathbb{R} \) is the output of each subsystem, \( \forall i \in \{1, \ldots, N\} \). \( n \in \mathbb{N} \) is the dimension of each subsystem. The linear system (3.8) can be written compactly as \( \dot{X}(t) = \bar{A}X(t), \)
where $\bar{X}(t) = [x_1^T(t), x_2^T(t), \ldots, x_N^T(t)]^T$ is the collection of all subsystem states and $\bar{A}$ is the corresponding matrix composed of $A_i$, $B_i$, and $C_i$:

$$
\bar{A} = \begin{bmatrix}
A_1 & 0_{n,n} & \cdots & \cdots & 0_{n,n} & B_1C_N \\
B_2C_1 & A_2 & 0_{n,n} & \cdots & \cdots & 0_{n,n} \\
0_{n,n} & B_3C_2 & A_3 & 0_{n,n} & \cdots & 0_{n,n} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0_{n,n} & \cdots & 0_{n,n} & B_{N-1}C_{N-2} & A_{N-1} & 0_{n,n} \\
0_{n,n} & \cdots & 0_{n,n} & 0_{n,n} & B_NC_{N-1} & A_N
\end{bmatrix}.
$$

The stability of such system can be determined by locations of eigenvalues, which can be computed by solving roots of the characteristic equation. Instead of solving it directly, as stated earlier, since we can gain some benefits determining the stability of the whole system based on the property of the subsystems, we will analyse the stability of the system based on string stability of the subsystems.

String stability is a property of interconnected systems, characterizing interactions among subsystems. D. Swaroop et al. ([87]; [88]) formally introduced the string stability for a class of interconnected systems. String stability is a desirable property for control of a platoon of automated vehicles [9, 69]. For linear car following models, a condition on the $H_\infty$ norm of the transfer function is necessary for string stability [87, 72]. This condition is commonly used for linear car following models string stability analysis and controller design [102, 46, 28]. We will also use this condition to characterize the location of poles of the whole linear interconnected systems. Let $G_i : \mathbb{C} \to \mathbb{C}$ be the transfer function of the subsystem-$i$: $G_i(s) := C_i(sI - A_i)^{-1}B_i$, $\forall i \in \{1, \ldots, N\}$ in (3.8). We define string stable and collective string stable as follows and use them to show stability of the ring road model.

**Definition 3.4.1.** $G_i(\cdot)$ is string stable if $\|G_i\|_{H_\infty} \leq 1$.

**Definition 3.4.2.** $\Pi_{i=1}^N G_i(\cdot)$ is collective string stable if $\|\Pi_{i=1}^N G_i(\cdot)\|_{H_\infty} \leq 1$.

For a transfer function $G$, $\|G\|_{H_\infty} := \sup_{\omega} |G(j\omega)|$. The stability of the interconnected systems can be determined by locations of roots of the characteristic equation, which is (3.8) $1 - \Pi_{i=1}^N G_i(s) = 0$. We use the Nyquist stability criterion [see 27, Chapter 6] to determine the poles of the system. Propositions which are required to show the main theorem are introduced.

**Proposition 3.4.1.** Let $G_i : \mathbb{C} \to \mathbb{C}, \forall i \in \{1, \ldots, N\}$ be transfer functions of single input single output linear systems. Suppose $G_i$ have no poles and zeros in the closed right half plane and $G_i$ are strictly proper (degree of numerator is less than the degree of denominator) for all $i \in \{1, \ldots, N\}$. The closed-loop characteristic equation $1 - \Pi_{i=1}^N G_i(\cdot) = 0$ has at least one root at the origin and the rest of the roots are located in the open left half plane if $\Pi_{i=1}^N G_i(\cdot)$ is collective string stable and $G_i(0) = 1$, $\forall i \in \{1, \ldots, N\}$. 
Proposition 3.4.1 can be shown based on the Nyquist stability criterion. Given that \( \| \Pi_{i=1}^N G_i(\cdot) \|_{\mathcal{H}_\infty} \leq 1 \), the Nyquist plot of \( \Pi_{i=1}^N G_i(\cdot) \) has no encirclement around the point \( 1 + 0j \) on the complex plane. Therefore, there is no root in the open right half plane. Because \( G_i(0) = 1 \) for all \( i \), then \( 1 - \Pi_{i=1}^N G_i = 0 \) also has root(s) at \( s = 1 \).

**Proposition 3.4.2.** Let \( G_i : \mathbb{C} \rightarrow \mathbb{C}, i \in \{1, \ldots, N\} \) be transfer functions of single input single output linear systems. Suppose \( G_i \) have no poles and zeros in the closed right half plane and \( G_i \) are strictly proper for all \( i \in \{1, \ldots, N\} \). The closed-loop characteristic equation \( 1 - \Pi_{i=1}^N G_i = 0 \) has only one root at the origin and the rest of the roots are in the left half plane if \( \Pi_{i=1}^N G_i \) is collective string stable, \( G_i(0) = 1 \), and \( \sum_{i=1}^N \frac{dG_i(s)}{ds} \big|_{s=0} \neq 0 \).

Based on proposition 3.4.1, proposition 3.4.2 further shows that the closed-loop characteristic equation has only one root at the origin if \( \sum_{i=1}^N \frac{dG_i(s)}{ds} \big|_{s=0} \neq 0 \). We can show this by firstly taking derivative of the closed-loop characteristic equation:

\[
\frac{d(1 - \Pi_{i=1}^N G_i(s))}{ds} \big|_{s=0} = \sum_{i=1}^N -\frac{dG_i(s)}{ds} \Pi_{k \in \{1, \ldots, N\} \setminus i} G_i(s). \tag{3.9}
\]

Since we have \( G_i(0) = 1, \forall i = 1, \ldots, N \), right hand side of the (3.9) can be reduced to \( \sum_{i=1}^N -\frac{dG_i(s)}{ds} \big|_{s=0} \neq 0 \). Because of \( \sum_{i=1}^N -\frac{dG_i(s)}{ds} \big|_{s=0} \neq 0 \), \( s = 0 \) is not a multiple roots of \( 1 - \Pi_{i=1}^N G_i \). The closed-loop characteristic equation has only one root at \( s = 0 \).

Proposition 3.4.1 and proposition 3.4.2 show sufficient conditions for the linear interconnected systems (3.8) having no pole in the open right half plane when subsystems are not necessarily identical. The following propositions will show similar results for the interconnected system which consists of identical systems, where \( G_i = G, \forall i \in \{1, \ldots, N\} \). In this case, we will not use the condition on \( \| G^N \|_{\mathcal{H}_\infty} \). Instead, we use condition on \( \| G \|_{\mathcal{H}_\infty} \) to characterize locations of poles of the interconnected system \( 1 - G^N = 0 \).

**Proposition 3.4.3.** Let \( G : \mathbb{C} \rightarrow \mathbb{C} \) be a transfer function of a single input single output linear system. Suppose \( G \) has no poles and zeros in the closed right half plane and \( G \) is strictly proper. For all \( N \in \mathbb{N} \), the closed-loop characteristic equation \( 1 - G^N = 0 \) has at least one root at the origin and the rest of the roots are in the left half plane if \( G \) is string stable and \( G(0) = 1 \).

**Proposition 3.4.4.** Let \( G : \mathbb{C} \rightarrow \mathbb{C} \) be a transfer function of a single input single output linear system. Suppose \( G \) has no poles and zeros in the closed right half plane and \( G \) is strictly proper. For all \( N \in \mathbb{N} \), the closed-loop characteristic equation \( 1 - G^N = 0 \) has only one root at the origin and the rest of the roots are all in the left half plane if \( G \) is string stable, \( G(0) = 1 \), and \( \frac{dG(s)}{ds} \big|_{s=0} \neq 0 \).

Proposition 3.4.3 and proposition 3.4.4 show sufficient conditions of \( G \) for the interconnected systems having no poles in the open right half plane. The following proposition further gives necessary conditions for having poles in the open right half plane.
Proposition 3.4.5. Let $G : \mathbb{C} \to \mathbb{C}$ be a transfer function of a single input single output linear system. Suppose $G$ has no poles and zeros in the closed right half plane and $G$ is strictly proper. Define $N_1 := -\pi / \angle G(j\hat{\omega})$, where $\hat{\omega} := \arg \max_{\omega} |G(j\omega)|$, and $\angle G(j\hat{\omega})$ is the phase of $G(j\hat{\omega})$. For all $N \geq N_1$, the closed-loop characteristic equation $1 - GN = 0$ has root(s) in the open right half plane if and only if $G$ is not string stable.

The above propositions are used to determine locations of the eigenvalues of the interconnected system (3.8). It has been shown that there is always a pole at zero, which is not sufficient to show the linear system being asymptotically stable. It is desirable to have the system being asymptotically stable in order to apply the results locally to nonlinear systems. As we saw earlier, the total inter-vehicle spaces of vehicles on the ring road model is a constant. We can also assume a similar linear constraint holds here: $M\bar{X}(t) = 0$, where $\bar{X}(t)$ is the collection of subsystem states: $[x_1^T(t), x_2^T(t), \ldots, x_N^T(t)]^T$. $M \in \mathbb{R}^{1 \times n}$ is a constant vector and $M$ is picked such that $[\bar{A}^T, M^T]^T$ has full column rank. The following theorems will show that the linear system with such linear constraint is asymptotically stable even if there exists one eigenvalue zero.

**Theorem 3.4.2.** Consider the linear time invariant system:

$$\dot{x}(t) = Ax(t),$$

$$x(0) = x_0,$$

$$\forall t \geq 0,$$

where $x : [0, \infty) \to \mathbb{R}^n$ and $A \in \mathbb{R}^{n \times n}$. Suppose there exists a row vector $M \in \mathbb{R}^{1 \times n}$ such that $Mx(t) = 0, \forall t \in [0, \infty)$ and rank of $[A^T, M^T]^T$ is $n$. If $A$ has one eigenvalue zero and the remaining eigenvalues are located in the left half plane, then the above system is asymptotically stable with respect to the origin.

**Proof.** Let $\lambda_0 \in \mathbb{R}^n$ be an eigenvector of $A$ to the eigenvalue zero. For all $q \in \mathbb{R}$, $x^* = q\lambda_0$ is a stable equilibrium point of the linear time invariant system. Because $[A^T, M^T]^T x^* = 0$ and $[A^T, M^T]^T$ has rank $n$ by LaSalle’s theorem, the system is asymptotically stable at $x^* = 0$ [39, Theorem 4.4].

**Theorem 3.4.3.** Consider the linear interconnected system (3.8) with transfer function $G_i(s) := C_i(sI - A_i)^{-1}B_i$, $G_i : \mathbb{C} \to \mathbb{C}$ such that $G_i(s)$ is strictly proper and its poles and zeros are in the left half plane. Suppose there exists a linear matrix $M$, such that $M\bar{X}(t) = 0$ and $[\bar{A}^T, M^T]^T$ has full column rank. The linear interconnected system (3.8) is asymptotically stable if $\Pi_{i=1}^N G_i$ is collective string stable, $G_i(0) = 1$, and $\sum_{i=1}^N \frac{dG_i(s)}{ds}|_{s=0} \neq 0$.

**Proof.** By proposition 3.4.2, we know that the system (3.8) has no eigenvalues in the open right half plane and has one eigenvalue at the origin. The system is then asymptotically stable by theorem 3.4.2.
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**Theorem 3.4.4.** Consider the linear interconnected system (3.8) with $A_i = A \in \mathbb{R}^{n \times n}$, $B_i = B \in \mathbb{R}^{N \times 1}$, and $C_i = C \in \mathbb{R}^{1 \times n}$, where transfer function for each subsystem is $G(s) := C(sI - A)^{-1}B$, $G : \mathbb{C} \rightarrow \mathbb{C}$ and $G(s)$ is strictly proper and its poles and zeros are in the left half plane. Suppose there exists a linear matrix $M$, such that $\bar{M}X(t) = 0$, $\forall t \in [0, \infty)$ and $[\bar{A}^T, M^T]^T$ has full column rank. Let $\angle G(j\omega)$ be the phase of $G(j\omega)$. Define $\hat{\omega} = \arg\max_{\omega} \|G(j\omega)\|$ and $N_1 = -\pi/\angle G(j\hat{\omega})$. Assume $N > N_1$. The linear cyclic interconnected system is asymptotically stable if and only if $G$ is string stable.

**Proof.** We first prove necessity: the interconnected system is stable if $\|G\|_{\infty} \leq 1$. According to proposition 3.4.4, we know that the eigenvalues are all in the LHP, except one at the origin, if $\|G\|_{\infty} \leq 1$. By theorem 3.4.2, we conclude that the system is asymptotically stable. To prove sufficiency, according to proposition 3.4.5, we know that the connected system is not stable for all $N > N_1$ if $\|G\|_{\infty} > 1$.

It can be noted that (3.8) is equivalent to (3.7) with $x_i(t) = [d_i(t), v_i(t)]^T$, $y_i(t) = v_i(t)$, $\forall t \in [0, \infty)$, and

$$A_i = \begin{bmatrix} 0, & -1 \\ \alpha_1, & \alpha_2 \end{bmatrix}, B_i = \begin{bmatrix} 1 \\ \beta \end{bmatrix}, C_i = [0, 1],$$

$\forall i \in \{1, \ldots, N\}$. As mentioned, the ring road model inherently has a linear constraint. For the model (3.7), the linear constraint is $\bar{M}X(t) = 0$ with $M = [1, 0, 1, 0, \ldots, 1, 0]^T$. Therefore, theorem 3.4.3 and theorem 3.4.4 can be applied to determine the stability of the linearized ring road model (3.7).

**Theorem 3.4.3** and **Theorem 3.4.4** are main results for showing conditions for ring road stability. In the following sections, we apply them to analyse the stability of the ring road and also design a car following controller that stabilizes the ring road. Simulations are carried out to validate the stability analyses and the controller design.

### 3.5 Adaptive Cruise Control on Ring Road

Following the results from the previous section, for a given car following model, one can analyse the stability of the ring road based on string stability. We consider an adaptive cruise control (ACC) as a study case. String stability is a critical property of an ACC. By selecting design parameters carefully, string stability can be achieved. To validate **Theorem 3.4.4**, we design a string stable and a string unstable ACC and carry out simulations for a ring roads of string stable ACC and a ring road of string unstable ACC.

#### 3.5.1 Adaptive Cruise Control

An adaptive cruise control system is an automatic vehicle longitudinal control system that regulates the relative distance and the relative speed with respect to the preceding vehicle.
A desired acceleration \( a_{i, \text{des}}(t) \in \mathbb{R} \) is calculated based on gap error and speed error [72, 60, 16, 114, 113, 68]:

\[
a_{i, \text{des}}(t) = k_1(d_i(t) - t_h v_i(t)) + k_2(v_{i-1}(t) - v_i(t)),
\]

where \( t_h \in \mathbb{R}_{>0} \) is the desired time gap, and \( k_1 \in \mathbb{R} \) and \( k_2 \in \mathbb{R} \) are controller parameters to be designed. Tracking of the desired acceleration is ensured by a controller that actuates the throttle and the brake. We assume the actual acceleration is tracking the desired acceleration with a time constant \( \tau \in \mathbb{R}_{>0} \):

\[
\dot{v}_i(t) = a_i(t),
\]

\[
\dot{a}_i(t) = - \frac{a_i(t)}{\tau} + \frac{a_{i, \text{des}}(t)}{\tau}.
\]

Combining (3.10) and (3.11), we can attain a third order car following model as follows:

\[
\begin{bmatrix}
\dot{d}_i(t) \\
\dot{v}_i(t) \\
\dot{a}_i(t)
\end{bmatrix} =
\begin{bmatrix}
0 & -1 & 0 \\
0 & 0 & 1 \\
k_1 \tau & -k_2-k_1 t_h & -\frac{1}{\tau}
\end{bmatrix}
\begin{bmatrix}
d_i(t) \\
v_i(t) \\
a_i(t)
\end{bmatrix} +
\begin{bmatrix}
1 \\
0 \\
k_2 \tau
\end{bmatrix} v_{i-1}(t).
\]

The ring road of ACC can be modelled as (3.8) with

\[
A_i = \begin{bmatrix}
0 & -1 & 0 \\
0 & 0 & 1 \\
k_1 \tau & -k_2-k_1 t_h & -\frac{1}{\tau}
\end{bmatrix},
B_i = \begin{bmatrix}
1 \\
0 \\
k_2 \tau
\end{bmatrix},
C_i = [0 \ 1 \ 0].
\]

The transfer function of each subsystem is

\[
G_{\text{acc}}(s) = \frac{k_2 s + k_1}{\tau s^3 + s^2 + (k_1 t_h + k_2) s + k_1}.
\]

According to theorem 3.4.4, if we can find a pair of \( k_1 \) and \( k_2 \) such that individual stability and string stability are guaranteed, the corresponding ring road is stable. On the other hand, if the individual vehicle is string unstable, then the ring road for a sufficient number of vehicles \( (N > N_1) \) is unstable. Given \( \tau \) and \( t_h \), the range of the \( k_1 \) and \( k_2 \) satisfying individual stability and string stability can be attained analytically. Conditions for individual stability and string stability are described below:

**Individual stability condition for \( k_1 \) and \( k_2 \)** Stability of the transfer function (3.12) can be shown based on locations of the poles. By applying Routh-Hurwitz criterion [27], poles are all in the left half plane if:

\[
\begin{align*}
    k_1 &> 0, \\
    k_1 (t_h + \tau) + k_2 &> 0.
\end{align*}
\]
(String stability condition for $k_1$ and $k_2$. $G_{acc}(s)$ being string stable is equivalent to have

$$|G_{acc}(j\omega)| < 1, \quad \omega \in \mathbb{R}_{>0}.$$ 

Given that $|G_{acc}(j0)| = 1$ and $\lim_{\omega \to \infty} |G_{acc}(j\omega)| = 0$, $|G_{acc}(j\omega)| = 1$ having no real solution other than zero is equivalent to have $|G_{acc}(j\omega)| < 1$ for all $\omega > 0$. $|G_{acc}(j\omega)|$ is:

$$|G_{acc}(j\omega)| = \frac{k_1^2 + (k_2\omega)^2}{(k_1 - \omega^2)^2 + (-\tau\omega^3 + (k_1h + k_2)\omega)^2}.$$ 

Let $|G_{acc}(j\omega)| = 1$, we obtain

$$k_1^2 + (k_2\omega)^2 = (k_1 - \omega^2)^2 + (-\tau\omega^3 + (k_1h + k_2)\omega)^2,$$

which has no positive real value solutions if $k_1$ and $k_2$ satisfy one of the following conditions:

(i)

$$(1 - 2\tau(k_1h + k_2))^2 - 4\tau^2(k_1^2h^2 + 2k_1k_2h - 2k_1) < 0,$$

(ii):

$$(1 - 2\tau(k_1h + k_2))^2 - 4\tau^2(k_1^2h^2 + 2k_1k_2h - 2k_1) \geq 0$$

$$\wedge (1 - 2\tau(k_1h + k_2)) \geq 0$$

$$\wedge 4\tau^2(k_1^2h^2 + 2k_1k_2h - 2k_1) \geq 0.$$ 

### 3.5.2 Simulation Validation

An instance of $k_1$ and $k_2$ is picked for both string stable and string unstable adaptive cruise control. We assume all vehicles have the same desired time headway, $t_h = 1$ and the same tracking time constant, $\tau = 0.1$. We simulate the ring road of all string stable adaptive cruise control vehicles and the ring road of all string unstable adaptive cruise control vehicles. Simulations is carried in MATLAB with an ODE solver: ode45. The ring road with 22 vehicles is illustrated in Fig. 3.2. Detailed setup of the simulation is described below:

- Number of vehicles $N$: 22
- Vehicle length $L$: 4.5m
- Ring radius $R_{ring}$: 41.4m
- Initial speed $v_{i,0}$: 6.8m s$^{-1}$
- Initial spacing between vehicle $i$ and $i-1$, $d_{i,0} \forall i \in \{3, \cdots, 22\}$: 7.3m
- Initial spacing between vehicle 22 and vehicle 1, $d_{1,0}$: 12.8m
• Initial spacing between vehicle 1 and vehicle 2, \( d_{2,0} : 1.8 \text{m} \)

**Numerical example 1: ring not stable** In this example, we present a scenario where the ring road is unstable, because of string unstable car following models. The parameters for ACC are \( k_1 = 0.2, k_2 = 0.3 \). We check string stability of the transfer function (3.12). \( \|G_{\text{acc}}(s)\|_{\mathcal{H}_\infty} = 1.1955 \), which is string unstable, so that following our derived equation we cannot expect ring stability. Speeds of vehicles are shown in figure 3.3. Speed variations among the traffic are increasing by time. The ring road is not stable.

**Numerical example 2: ring stable** In this example, we show the simulation of ACC with control parameters \( k_1 = 0.7, k_2 = 0.8 \). We check string stability of the transfer function (3.12). \( \|G_{\text{acc}}(s)\|_{\mathcal{H}_\infty} = 1 \), which is string stable. Therefore, the ring road should be stable. Speeds are shown in figure 3.4. The traffic speed converge to 7.3 \( \text{m s}^{-1} \), which is the theoretical equilibrium speed. The ring road is stable.
3.6 Optimal Velocity Model with Automated Vehicle Model on Ring Road

We also simulated ring road of a nonlinear car following model: OVM [7]. We first simulate the ring road of string unstable OVM, which results in an unstable ring road. We then design an automated vehicle model which makes the collective string stable. By replacing one OVM with the automated vehicle model, we stabilize the ring road which was not stable.

3.6.1 Optimal Velocity Model

We consider the ring road which consists of the optimal velocity models (Orosz et al., [64]; Ward, [99](Chapter 1)):

\begin{align*}
\dot{d}_1(t) &= v_N(t) - v_1(t), \quad (3.13) \\
\dot{v}_1(t) &= \frac{1}{T}(V(d_1(t)) - v_1(t)) + bd_1(t), \quad (3.14) \\
\dot{d}_i(t) &= v_{i-1}(t) - v_i(t), \forall i \in \{2, \ldots, N\} \quad (3.15) \\
\dot{v}_i(t) &= \frac{1}{T}(V(d_i(t)) - v_i(t)) + bd_i(t), \forall i \in \{2, \ldots, N\}, \quad (3.16) \\
d_i(0) &= d_{i,0}, \forall i \in \{1, \ldots, N\} \quad (3.17) \\
v_i(0) &= v_{i,0}, \forall i \in \{1, \ldots, N\} \quad (3.18)
\end{align*}
Figure 3.4: Speeds of the vehicles on the stable ring road which consists of string stable adaptive cruise control models. Each curve represents a speed of a vehicle changing by time. Speeds of the vehicles gradually converge to a constant speed, which implies the ring road is stable.

where

\[ V(d) = \begin{cases} 
0, & \text{if } d \leq s_{st}, \\
\frac{v_{\text{max}}}{2} \left(1 - \cos \left(\pi \frac{d - s_{st}}{s_{go} - s_{st}}\right)\right), & \text{if } s_{st} < d < s_{go}, \\
v_{\text{max}}, & \text{if } d \geq s_{go},
\end{cases} \]

We pick \( T = 5 \), \( b = 1 \), \( v_{\text{max}} = 30 \), \( s_{st} = 2 \), and \( s_{go} = 15 \) in the simulation. Parameters for the simulation and initial conditions for simulation are defined below: Detailed setup of the simulation is described below:

- Number of vehicles \( N \): 22
- Vehicle length \( L \): 4.5m
- Ring radius \( R_{\text{ring}} \): 41.4m
- Initial speed \( v_{i,0} \): 6.8m\( \text{s}^{-1} \)
- Initial spacing between vehicle \( i \) and \( i-1 \), \( d_{i,0} \) \( \forall i \in \{3, \cdots, 22\} \): 7.3m
- Initial spacing between vehicle 22 and vehicle 1, \( d_{1,0} \): 12.8m
- Initial spacing between vehicle 1 and vehicle 2, \( d_{2,0} \): 1.8m
Figure 3.5: Speeds of vehicles on the ring road which consists of optimal velocity models. Each curve represents a speed of a vehicle changing by time. Oscillations of speeds increase by time, which implies the ring road is unstable.

Under the assumptions on the parameters given in the previous section, the equilibrium inter-vehicle space is \( d^* = 7.3238 \) and the equilibrium speed is \( v^* = 10.7936 \). We transform the coordinate such that equilibrium point is at the origin and take the linearization at the equilibrium point in order to determine the stability of the ring road model. The linearization of the optimal velocity model is:

\[
\frac{d}{dt} \begin{bmatrix} \Delta d_i(t) \\ \Delta v_i(t) \end{bmatrix} = \begin{bmatrix} 0, & -1 \\ \alpha_1, & \alpha_2 \end{bmatrix} \begin{bmatrix} \Delta d_i(t) \\ \Delta v_i(t) \end{bmatrix} + \begin{bmatrix} 1 \\ \beta \end{bmatrix} \Delta v_{i-1}(t).
\]

The transfer function is

\[
G_{ovm}(s) = \frac{\beta s + \alpha_1}{s^2 - \alpha_2 s + \alpha_1},
\]

with \( \alpha_1 = 0.6959 \), \( \alpha_2 = -1.2 \), and \( \beta = 1 \). Since all car following models are identical, we can apply theorem 3.4.4 to determine the stability of the linearized ring road model by evaluating \( \mathcal{H}_\infty \) norm of the transfer function. \( \|G_{ovm}\|_{\mathcal{H}_\infty} = 1.1566 \). Therefore, the ring road of optimal velocity models (3.13) - (3.18) is unstable. A simulation is carried out to validate this. Speeds of vehicles are shown in 3.5. Results show that speeds of vehicles are not converging. The ring road is not stable.
3.6.2 Ring Road stability of Optimal Velocity Model with Automated Vehicle Model

Inspired by previous works, an control for an automated vehicle is designed to stabilize the ring road. An automated vehicle model is synthesized such that platoon of OVM and automated vehicle is string stable. We replace OVM model of vehicle 1 by the automated vehicle model. The automated vehicle model is:

\[
\begin{align*}
\dot{d}_1(t) &= v_N(t) - v_1(t), \\
\dot{v}_1(t) &= k_p(d_1(t) - d^*) + k_d(v_1(t) - v_{av}(t)) \\
&\quad - k_v(v_1(t) - v^*). 
\end{align*}
\]

\tag{3.20}

\tag{3.21}

The transfer function of the automated vehicle model is:

\[
G_{av}(s) = \frac{k_ds + k_p}{s^2 + (k_d + k_v)s + k_p}. \tag{3.22}
\]

We replace one of the optimal velocity models on the ring road with the automated vehicle model. In other words, we consider the ring road model of heterogeneous car following models described by (3.20), (3.21), and (3.15)-(3.18). The characteristic equation of the linearized ring road is \(1 - G_{av}(s)G_{ovm}^{(N-1)}(s) = 0\). We pick parameters such that \(\|G_{av}G_{ovm}^{(N-1)}\|_{\infty} \leq 1\). \(k_p = 0.0018, k_d = 0.0157, k_v = 0.047\) meets the requirement. Speed profiles of vehicles are shown in figure 3.6. The speed profiles converge to the equilibrium speed because one optimal velocity model is replaced by the automated vehicle model.

3.7 Summary

In this chapter, we formulate a ring road model and study the stability of the ring road based on string stability conditions of vehicle models. Stability of the ring road models is locally determined based on eigenvalues of the linearized model around the equilibrium point. We use Nyquist criterion to determine locations of eigenvalues based on string stability and collective string stability of the car following models. We first show that string stability or collective string stability of the vehicles is sufficient for all the eigenvalues in the left half plane except one at zero. For the eigenvalue at the zero, we demonstrate that the system is asymptotically stable even with one eigenvalue at zero, thanks to the inherent linear state constraint of the ring road model. For the case that all vehicle models on the ring road are identical, we further show the string stability is also a necessary condition when there is a sufficient number of vehicles on the ring road. These results provide an analytical approach to analyse stability of the ring road or synthesize an automated vehicle to stabilize the ring road. We first validate our results in simulation with a linear adaptive cruise control vehicle model. We simulate cases for both string stable and string unstable vehicle models. Simulation results show that the ring road is unstable if the vehicle is not string stable, and
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Figure 3.6: Speeds of vehicles on the ring road which consists of optimal velocity models and an automated vehicle model. Each curve represents a speed of a vehicle changing by time. Speeds of the vehicles converge to a constant speed, which means the ring road is stable.

the ring road is stable if the vehicle is string stable. Secondly, we simulate the ring road with optimal velocity models which are not string stable. Since the optimal velocity model is not string stable, the ring road of the optimal velocity model is unstable. To stabilize the ring road, we synthesized an automated vehicle model such that the platoon mixed of automated vehicle model and optimal velocity models is string stable. Simulation results demonstrated that the ring road is stabilized with the automated vehicle.

Although we have shown a theoretical approach to design a controller to stabilize the ring road, the condition is not necessary for a controller to dissipate stop-and-go waves. The controller could still dissipate stop-and-go waves even not satisfying collective string stability, for example, heuristic based controller [84] and learning based controller [104]. Since these models are generally too complex to analyze analytically, alternative approach to analyze stability of the traffic composed of such controller is by simulations. In chapter 4, we are going to use simulations to evaluate performances of a few different controllers under different penetration rates and different distributions.
Chapter 4

Evaluation of Automated Vehicle Controls for Traffic Smoothing on Ring Road

In the chapter 3, emergence of stop-and-go waves is viewed as stability of the traffic dynamics and theoretical conditions of vehicle models for traffic stability are discussed. Limitations of the theoretical approach is that it is not generally applicable to models that are too complex to analyze, for example, data driven models are not linearizable and thus can not apply theorems shown in the last chapter. Besides, for traffic mixed of different car following models, only sufficient condition is found, which means automated vehicle controllers do not necessarily need to satisfy theoretical conditions to be able to dissipate stop-and-go waves.

Many different controllers showing success of dissipating stop-and-go waves have been proposed in the literature. It is necessary to study the performances of controllers thoroughly under different scenarios in order to get a better understanding about the interactions of automated vehicles and stop-and-go waves. In this chapter, we evaluate these automated vehicle models found in the literature in the simulations with performance metrics. Considering that the penetration rates of automated vehicles would not be 100 percent over night. Performances are evaluated under different penetration rates and different distributions among human driving vehicles.

4.1 Overview

Car Following Models (CFMs) are used to describe driving behavioral patterns of Human-driving vehicles (HVs) and are considered to be the most important representatives of microscopic traffic flow models in studying traffic behavior to address congestion [91]. The early works in developing CFMs date back to the 1950s. The first two researchers who are known to introduce dynamical elements of a line of vehicles are Reuschel in 1950 [74] and Pipes in 1953 [67]. In their works, they were able to include an important element of modern mi-
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croscopic modeling: the safety distance between vehicles (i.e. minimum bumper-to-bumper distance of a vehicle following a leading vehicle). Their models focus on the dynamical behavior of a stream of vehicles as they accelerate or decelerate and as each leader-follower pair follows each other, making it a foundation among the most recent advances in CFMs. There are many other researchers who extended the works of Reuschel and Pipes. Among them are Kometani and Sasaki in 1958 [40] and Herman and his associates at General Motors [33]. These early works were called minimal models because they are “not complete and can’t describe either free traffic or approaches to standing obstacles [91, Chapter 10].”

It had been more challenging to solve for time-continuous models because they tend to be highly computationally expensive in the earlier years. To compensate for this, discrete-time models had been developed. One of the arguably simplest discrete-time models is the Newell’s CFM [62]. It considers that a leading vehicle is following a preceding vehicle on a homogeneous highway, and the time-space trajectory of the leading vehicle is assumed to be the same as the preceding vehicle. Along the traffic wave speed, the leading vehicle changes its speed based on the preceding vehicle at any time-space point. However, the advancements in computing technologies has allowed the use of time-continuous models to be more feasible and flexible. Examples of popular continuous time models are Intelligent Driver Model [91, Chapter 11] and Optimal Velocity Model [6].

To replicate the emergence of stop-and-go waves in simulation as observed in the real world [85][89], simulation models of car following models need to be picked carefully. As shown in the chapter 3, car following model can trigger the instability of the traffic jam if string stability condition is violated. With models that can replicate the emergence of stop-and-go waves, performances of controllers for automated vehicles can be validated in simulations in terms of capabilities of dissipating stop-and-go waves.

The emergence of AVs was pushed forward when Defense Advanced Research Projects Agency, the research arm of the United States Department of Defense, organized a series of challenges in 2004-2007. This interest for AVs grew further when Tesla’s Autopilot was launched in 2014. The transportation network companies like Uber and Lyft are also now invested in research for automated cars. It is expected that AVs has potential to improve safety [100][56][26], but also efficiency [2][93] and mobility [102] [18]. The idea of using AVs to stabilize a stop-and-go waves on a ring road had been studied. The emergence of stop-and-go waves on a ring road can be viewed as instability of a dynamical system. Theoretically, the ring road is not controllable, but it is stabilizable [97]. Therefore, the ring road can be stabilized with an automated vehicle as a state feedback controller, although full state feedback controller may not be necessarily needed for stabilizing the system. The dynamics of the ring road can be totally different by replacing a HV by an AV, and so does the stability. If the AV model is selected carefully, the ring road stability may be achieved even without a full state feedback controller. Cui et al. [17] carried out a stability analysis and showed the possibility of smoothing traffic flow with a single automated vehicle on ring road in the simulation. Stern et al. [84] verified the idea of smoothing traffic on a ring road. Horn et al. [34] proposed bilateral controller to stabilize the ring road traffic. Wu et al. [104] showed using the reinforcement learning controller to stabilize a ring road traffic. Delle
Monache et al. [20] proposed Lyapunov based controller for dissipating traffic waves and validated it on the ring road. Zheng et al. [118] considered a full state feedback controller and derived a AV controller based on optimal control to stabilize a ring road. Li et al. [44] further investigates the impact of the penetration rates and distributions of the optimal control method, in which optimal distributions based on $\mathcal{H}_2$ norm are shown dependent on penetration rates and the set up of car-following models. While many controllers have been successfully demonstrated the capabilities of improving traffic flows on the ring road in the literature, most of them are not generally benchmarked under different penetration rates and distributions. Since the penetration rates and distribution may have great impact to the traffic [111][44], it is essential to evaluate controllers thoroughly under different penetration rates and distributions. Given that the analysis may generally not be tractable for all controllers, analysis based on simulations is done in this work. This work aims to make a general comparisons of these controllers under different penetration rates and distributions, particularly focusing on controllers that have been validated against ring road traffic in simulations or real world experiments. Kreidieh et al. [43] found that controllers generated in closed network scenarios having otherwise similar densities and perturbing behaviors confirms that closed network policies are transferable to open network scenarios. While Wang et al. [96] was able to verify in their work in leading cruise control the potential to control traffic using connected AVs in an open road.

Ten AV models found in the literature will be evaluated in this chapter. In the remainder of this chapter, human driving model and automated vehicle models used are introduced, followed by descriptions for the simulation environment. We studied the performance of AVs by carrying out experiments on a ring road using state-of-the-art traffic simulation platform considering various penetration rates and distribution of AVs for each AV model. Time to stabilize, maximum distance-gap, vehicle miles traveled (VMT), and fuel economy are used to evaluate their performances. Simulation results are summarized in the end.

In this chapter, we assess improvement of traffic with AVs on a ring road under different penetration rates and distributions. The time to stabilize, the maximum distance-gap, vehicle miles traveled, and fuel economy are used to evaluate their performances. Using these metrics, we benchmarked their performances and found unusual behaviors of controllers under different penetration rates and distributions. Results also demonstrated that the learning based approach has a great potential under all traffic scenarios.

4.2 Notations and Abbreviations

Many of notations used for chapter 3 will continue to use in this chapter. Specifically, for variables relevant to car following models, such as vehicle position, speed, acceleration, and relative distance defined in section 3.2 will be used. Many controllers are discussed in this chapter. For readability, they are frequently being referred by abbreviations. For convenience, a list of frequently abbreviations are listed below:
4.3 Intelligent Driving Model (IDM) as Human Driver Car following Model

As mentioned in section 4.1, there are many extensive studies to model how people drive on the road. The conceptual bases of these models are supported by empirical data [13]. Despite the numerous models developed, this is still an active field of research given the modeling challenges caused by heterogeneity of traffic and varying characteristics of drivers. Other examples of CFMs include Optimal Velocity Model [7][5], second-order linear model [63] and IDM [90][91]. Among these models, IDM is recognized for being capable of accurately representing realistic driver behavior [90]. Hence, IDM is adopted in this work and used to represent human-driven cars. IDM is also among the time-continuous and dynamical models for longitudinal movement.

M. Treiber et al. [90][91] provided a comprehensive and instructive coverage of vehicular traffic flow dynamics and modeling in their work leading to the formulation of IDM, a continuous-time CFM for the simulation of freeway and urban traffic. It describes the dynamics of the positions and velocities of single vehicles. The acceleration in IDM which
we defined as time-derivative of speed, \( \dot{v}_i(t) \), is shown below:

\[
\dot{d}_i(t) = v_{i-1}(t) - v_i(t), \quad (4.1)
\]

\[
\dot{v}_i(t) = a_{max} \left[ 1 - \left( \frac{v_i(t)}{v_0} \right)^\delta - \left( \frac{s^*(v_i(t), \dot{d}_i(t))}{d_i(t)} \right)^2 \right], \quad (4.2)
\]

where \( v_0 \in \mathbb{R} \) is the desired velocity, \( a_{max} \in \mathbb{R} \) is the maximum acceleration, \( \delta \in \mathbb{R} \) is the acceleration exponent, \( b \in \mathbb{R} \) is the desired deceleration, and \( s^* : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) is the desired distance-gap of the vehicle for a given vehicle speed and a relative speed, denoted by:

\[
s^* \left( v_i(t), \dot{d}_i(t) \right) = s_0 + \max \left( 0, v_i(t)T - \frac{v_i(t)\dot{d}_i(t)}{2\sqrt{a_{max}b}} \right). \quad (4.3)
\]

where \( T \in \mathbb{R} \) is the safe time headway, and \( s_0 \in \mathbb{R} \) is the jam distance or minimum gap. Values of the parameters are presented in section 4.5.2.

### 4.4 Automated Vehicle Car-Following Models

This section discusses the known models for car-following control. Note that as the level of automation increases, there are also increased capabilities with respect to what the vehicles on its own like the ones described for Level 1 and Level 2 here. Unlike human behavior CFMs, models introduced here are not meant to replicate human driving behavior. These AV-CFMs were designed to have some properties or meet some criteria.

#### 4.4.1 Augmented OV-FTL model

Cui et al. [17] augmented the optimal-velocity-follow-the-leader (OV-FTL) model with a term penalizing the difference between the automated vehicle speed and the equilibrium speed \( v_{eq} \in \mathbb{R} \):

\[
\dot{d}_i(t) = v_{i-1}(t) - v_i(t), \quad (4.4)
\]

\[
\dot{v}_i(t) = k_a V(d_i(t)) - v_i(t) + k_b \frac{v_{i-1}(t) - v_i(t)}{d_i(t)^2} + k_c (v_{eq} - v_i(t)), \quad (4.5)
\]

where \( k_a \in \mathbb{R} \), \( k_b \in \mathbb{R} \), and \( k_c \in \mathbb{R} \) are positive parameters; \( V(\cdot) : \mathbb{R} \rightarrow \mathbb{R} \) is a monotonically non-decreasing function:

\[
V(d_n) = \begin{cases} 
0, & \text{if } d_n \leq s_{st}, \\
\frac{v_{max}}{2} \left( 1 - \cos \left( \pi \frac{d_n - s_{st}}{s_{go} - s_{st}} \right) \right), & \text{if } s_{st} < d_n < s_{go}, \\
v_{max}, & \text{if } d_n \geq s_{go}.
\end{cases} \quad (4.6)
\]

where \( s_{st} \in \mathbb{R} \), \( s_{go} \in \mathbb{R} \) are parameters.
4.4.2 Bilateral Control Model

This controller is almost similar to the linear ACC, except that instead of considering the relative speed and the spacing headway only with respect to the preceding vehicle as applied in the linear ACC, it is now considering relative speeds and the spacing headways with respect to its preceding vehicle and its following vehicle wherein it is assumed that these information can be obtained by the subject vehicle using sensors in the front and in the back. By that, the vehicle tries to be halfway between the leading and the following vehicle. Following this, the $i$th vehicle uses the following acceleration equation [34]:

$$\dot{d}_i(t) = v_{i-1}(t) - v_i(t),$$  \hspace{1cm} (4.7)

$$\dot{v}_i(t) = k_d (d_i(t) - d_{i+1}(t)) + k_v (v_{i-1}(t) - v_i(t)) - (v_i(t) - v_{i+1}(t)) + k_p (v_{des} - v_i(t)),$$  \hspace{1cm} (4.8)

where $k_d \in \mathbb{R}$, $k_v \in \mathbb{R}$, and $k_p \in \mathbb{R}$ are parameters where with any arbitrary positive constants will always lead to ring stability [35] [98]; $v_{des} \in \mathbb{R}$ is a design parameter representing the desired speed.

4.4.3 FollowerStopper

The FollowerStopper controller [84] generates the speed command $v^{cmd}(t, \cdot) : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ based on the combinative conditions of the headway $d_i(t)$ and the relative speed $\dot{d}_i(t)$. The condition of the headway and the relative speed are divided into four regions. In each region, safety speed command is determined in order to prevent the automated vehicle from crashing into the vehicle in front of it. Speed command $v^{cmd}$ in each region is shown below, followed by the definition of each region:

$$v^{cmd}(d_i(t), \dot{d}_i(t)) = \begin{cases} 0 & \text{if } d_i(t) \leq \Delta x_1 \text{ (Stopping region)} \\ \hat{v}(t) \frac{d_i(t) - \Delta x_1}{\Delta x_2 - \Delta x_1} & \text{if } \Delta x_1 < d_i(t) \leq \Delta x_2 \text{ (Adaptation region I)} \\ \hat{v}(t) + (U - \hat{v}(t)) \frac{d_i(t) - \Delta x_2}{\Delta x_3 - \Delta x_2} & \text{if } \Delta x_2 < d_i(t) \leq \Delta x_3 \text{ (Adaptation region II)} \\ U & \text{if } \Delta x_3 < d_i(t) \text{ (Safe region)} \end{cases},$$ \hspace{1cm} (4.9)

where $\hat{v}(t) = \min \{ \max \{ v_{i-1}(t), 0 \}, U \}$. A safe cruise speed $U \in \mathbb{R}$ is assigned as reference speed in the safe region. In the stopping region, zero velocity is commanded. In the adaptation region (two parts), some average of desired and lead vehicle velocity is commanded. Boundary of each region is defined as follows:

$$\Delta x_k = \Delta x_0 + \frac{1}{2d_k} (\Delta v_- (t))^2, \hspace{1cm} \forall k = 1, 2, 3,$$ \hspace{1cm} (4.10)

where $\Delta v_- (t) = \min (\dot{d}_i(t), 0)$. $\Delta x_1^0 \in \mathbb{R}$, $\Delta x_2^0 \in \mathbb{R}$, $\Delta x_3^0 \in \mathbb{R}$, $d_1 \in \mathbb{R}$, $d_2 \in \mathbb{R}$, and $d_3 \in \mathbb{R}$ are design parameters.
4.4.4 Proportional-Integral (PI) with Saturation

The *PI with Saturation* controller is a controller for speed control. It has been implemented on the real vehicle and used to dissipate stop and go waves in the circuit ring road [20][84]. The controller is modeled in the discrete manner and $v^{\text{cmd}}[k]$ denotes the speed command at time step $k \in \mathbb{Z}_{\geq 0}$:

$$v^{\text{cmd}}[k + 1] = \beta[k] (\alpha[k] v^{\text{target}}[k] + (1 - \alpha[k]) v^{\text{lead}}[k]) + (1 - \beta[k]) v^{\text{cmd}}[k]. \quad (4.11)$$

The speed command $v^{\text{cmd}}[k] \in \mathbb{R}$ is basically the low-pass filtered output of the weighted average of the preceding vehicle speed $v^{\text{lead}}[k] \in \mathbb{R}$ and the subject vehicle’s own target speed $v^{\text{target}}[k] \in \mathbb{R}$. The automated vehicle’s target speed is defined as follows:

$$v^{\text{target}}[k] = \bar{U}[k] + v^{\text{catch}} \times \min \left\{ \max \left\{ \frac{d_i[k] - g_l}{g_u - g_l}, 0 \right\}, 1 \right\}, \quad (4.12)$$

where $\bar{U}[k] \in \mathbb{R}$ is the temporal average of own speed over an historic interval, which is $\bar{U}[k] = \frac{1}{m} \sum_{j=k-m}^{k-1} v^{\text{AV}}[j]$; $v^{\text{catch}} \in \mathbb{R}$, $g_l \in \mathbb{R}$, and $g_u \in \mathbb{R}$ are design parameters. $v^{\text{catch}} \in \mathbb{R}$ is the catch-up speed that allow the target speed to be larger than average speed in the past, so that the automated vehicle can speed up when the headway is large. The parameters $\alpha[k] \in \mathbb{R}$ and $\beta[k] \in \mathbb{R}$ are formulated to be dependent on the headway $d_i[k] \in \mathbb{R}$ at time step $k$, which are shown as follows:

$$\alpha[k] = \min \left\{ \max \left\{ \frac{d_i[k] - \Delta x^s[k]}{\gamma}, 0 \right\}, 1 \right\}, \quad (4.13)$$

$$\beta[k] = 1 - \frac{1}{2} \alpha[k], \quad (4.14)$$

where $\gamma \in \mathbb{R}$ is a design parameter and $\Delta x^s[k] \in \mathbb{R}$ is defined as:

$$\Delta x^s[k] = \max \left\{ 2 \left( v^{\text{lead}}[k] - v^{\text{AV}}[k] \right), 4 \right\}. \quad (4.15)$$

This controller has also been called as the MLB controller in [20].

4.4.5 Linear Adaptive Cruise Control

Adaptive cruise control is a driver-assistance system which can keep vehicle speed at a set speed when there is no any vehicle ahead and automatically adjusts its speed to maintain a safety spacing if there is a preceding vehicle. Dynamics of the adaptive cruise control system controlled vehicle involved vehicle longitudinal dynamics, sensor response, sophisticated in-vehicle network and intricate control algorithms, which is usually not easy to model. The linear model can be used to approximate the dynamics with accuracy [59][15], and the model is sufficient for analysis in micro-simulations[48][73]. In this work, we also use the
linear model to approximate the vehicle dynamics and use the linear control to approximate the control system. The vehicle longitudinal dynamics can be approximated with a first order ordinary differential equation \[114][46]. We postulate that there exists a response lag between the desired acceleration and the real acceleration. The linear vehicle longitudinal dynamics can be written as follows:

\[
\begin{align*}
\dot{x}_i(t) &= v_i(t), \\
\dot{v}_i(t) &= a_i(t), \\
\dot{a}_i(t) &= -\frac{a_i(t)}{\tau} + \frac{a_{i,\text{des}}(t)}{\tau},
\end{align*}
\]

where \(a_{i,\text{des}}(t) \in \mathbb{R}\) is the desired acceleration of the vehicle, which is a function of relative distance and relative speed, as described below; and \(\tau \in \mathbb{R}\) is the lag time. For the adaptive cruise controller, the time gap spacing policy is usually used. The time gap spacing policy sets the desired spacing between vehicles as proportional to the vehicle speed. The time gap spacing policy mimics the human driving behavior and it is believed to be safer because it allowed longer reaction time to emergency brake ahead. Time gap spacing car-following controller is described below. The controller mainly consists of two parts: gap error \(e_{x,i}(t) \in \mathbb{R}\) and speed error \(e_{v,i}(t) \in \mathbb{R}\), which are defined as follows:

\[
\begin{align*}
e_{x,i}(t) &= d_i(t) - hv_i(t), \\
e_{v,i}(t) &= v_i(t) - v_{i-1}(t) - v_i(t),
\end{align*}
\]

where \(h\) is the desired time gap. The control consists of linear combination of gap error and speed error:

\[
a_{i,\text{des}}(t) = k_1 e_{x,i}(t) + k_2 e_{v,i}(t).
\]

\(k_1 \in \mathbb{R}\) and \(k_2 \in \mathbb{R}\) are positive design parameters. These parameter can be calibrated using the collected data from the field experiment.

**4.4.6 Optimal Control Strategy**

Zheng et al. [118] proposed a strategy of optimal control. The human driver CFM is firstly linearized. Suppose that vehicle-1 is the automated vehicle, linear optimal control is derived in the follows form:

\[
\dot{v}_1(t) = -\left[k_{1,1}(d_1(t) - d^*_e) + k_{1,2}(v_1(t) - v^*) + \sum_{i=2}^{N} k_{i,1}(d_i(t) - d^*_e) + k_{i,2}(v_i(t) - v^*)\right].
\]

Parameters \(k_{i,1} \in \mathbb{R}\), \(k_{i,2} \in \mathbb{R}\), \(\forall i \in \{1, \ldots, N\}\) are obtained by optimal control. To obtain these parameters, we define \(K = [k_{1,1}, k_{1,2}, k_{2,1}, k_{2,2}, \ldots, k_{N,1}, k_{N,2}] \in \mathbb{R}^{1 \times 2N}\) and let \(K\) equals
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$ZX^{-1}$, where $Z \in \mathbb{R}^{1 \times 2N}$ and $X \in \mathbb{R}^{2N \times 2N}$ are optimizer of the following optimization problem:

$$
\min_{X,Y,Z} \text{Trace}(QX) + \text{Trace}(RY)
$$

subject to $(AX - BZ) + (AX - BZ)^T + HH^T \preceq 0,$

$$
\begin{bmatrix}
Y & Z \\
Z^T & X
\end{bmatrix} \succeq 0,
X \succeq 0,
$$

where $A \in \mathbb{R}^{2N \times 2N}$, $B \in \mathbb{R}^{2N}$, $H \in \mathbb{R}^{2N}$ are matrices for the state space model of the linearized ring road dynamics. $Q$ and $R$ are design parameters, which are defined as $Q = \text{diag}(\gamma_1^2 s, \gamma_1^2 v, \ldots, \gamma_1^2 s, \gamma_1^2 v) \in \mathbb{R}^{2N \times 2N}$ and $R = \gamma_2 u \in \mathbb{R}$. Although the optimal control can be redesigned to achieve an optimal performance under different penetration rates and different distributions [44], in this work, for our purpose, we do not redesign the controller for different penetration rates and distributions. The optimal controller is derived based traffic of 1 AV and 22 HVs and tested under all scenarios in the simulation studies.

4.4.7 Lyapunov Based Controller

Delle Monache et al. [20] proposed two types of Lyapunov based controller. The controllers are firstly derived using Lyapunov like function. Controllers are then discretized considering that the controllers are deployed on the digital system, where target speed at each time step is issued as the input to the lower system of the automated vehicle. The first Lyapunov based controller is as follows:

$$
v_{i_{\text{target,1}}}[k + 1] = (u[k] - \bar{v}[k]) \exp(-\Delta t) + \bar{v}[k].
$$

(4.23)

The second controller is as shown below:

$$
v_{i_{\text{target,2}}}[k + 1] = (u[k] - \frac{v_{i-1}[k] + \bar{v}[k]}{2}) \exp(-\Delta t) + \frac{v_{i-1}[k] + \bar{v}[k]}{2}.
$$

(4.24)

$v_{i_{\text{target,1}}}[k + 1] \in \mathbb{R}$, $v_{i_{\text{target,2}}}[k + 1] \in \mathbb{R}$ are target speeds of the $i$-th vehicle of the first and the second controller at time step $k + 1$. $u[k] \in \mathbb{R}$ and $\bar{v}[k] \in \mathbb{R}$ are defined as follows:

$$
u[k + 1] = \beta[k] (\alpha[k] v_{i_{\text{target,j}}}[k] + (1 - \alpha[k]) v_{i-1}[k]) + (1 - \beta[k]) u[k], \quad (j = 1, 2),
$$

(4.25)

$$
\bar{v}[k] = \min \left\{ \frac{\sum_{m=1}^{k-1} v_{i-1}[m]}{k - 1}, \frac{\sum_{m=1}^{k-1} u[m]}{k - 1} \right\}.
$$

(4.26)

Controller gains $\alpha[k] \in \mathbb{R}$ and $\beta[k] \in \mathbb{R}$ are defined as follows:

$$
\alpha[k] = \min \left\{ \max \left\{ \frac{d_i[k] - \Delta x^s[k]}{\gamma}, 0 \right\}, 1 \right\},
$$

(4.27)

$$
\beta[k] = 1 - \frac{1}{2} \alpha[k],
$$

(4.28)
where
\[
\Delta x^*[k] = \max \left\{ 2 \left( v_{i-1}[k] - v_i[k] \right), 4 \right\}.
\]

4.4.8 Fuzzy Controller

Haulcy et al. [30] proposed fuzzy controller for stabilizing a ring road. In the fuzzy logic, the space headway and the relative speed are processed to determine the desired speed change. Triangular shape membership functions are constructed to represent the levels of the different classes of the distances and the speed differences. The speed change command is determined following the inference process and the defuzzification process.

4.4.9 Reinforcement Learning Control

Reinforcement learning control is a data driven controller. In the scheme of reinforcement learning, control policy for an agent is being trained to maximize cumulative reward. The agent does random actions at first and maps out each of these actions to determine which among them maximizes the numerical rewards. Mathematically, an agent learns a policy \( \pi(state) = action \), maps from states state to actions action, to achieve a goal in an environment under uncertainty. Through repeated environment interactions, a reinforcement learning agent strives to develop an optimal policy \( \pi^* \), which maximizes the sum of the rewards. RL is often used in solving sequential decision-making problems [86]. To deal with the traffic control with the reinforcement learning, Wu et al. [106][107] proposed framework for traffic control using deep reinforcement learning . The framework integrates the traffic simulation environment SUMO and the reinforcement learning library such as rllab [22] and rllib [47] so that the policy can be learnt to optimize the cumulative reward using sampled data from SUMO. The policy usually consists of neural networks, and may be of several forms. Two policies: the Multilayer Perceptron and Gated Recurrent Unit are proposed for a ring road problem in the [107]. MLP is a classical (feedforward) artificial neural network with multiple hidden layers and utilizes back propagation to optimize its parameters. GRUs are recurrent neural network capable of storing memory on the previous states of the system through the use of parameterized update and reset gates, which are also optimized by the policy gradient method. One of the advanced reinforcement learning algorithms is the Proximal Policy Optimization [78] which is said to perform comparably or better than state-of-the-art approaches. Other advanced reinforcement learning, such as soft-actor critic [29], not covered in this work, can also be investigated in the near future. The RL control tested in this work is trained on the ring road of 1 agent and 21 HVs. The state are the distance between the agent and its leading vehicle \( (d_i(t)) \), the leading vehicle speed \( (v_{i-1}(t)) \), and the agent speed \( (v_i(t)) \). The action is the agent acceleration \( (a_i(t)) \). Suppose, the RL agent is \( i \)-the vehicle in the ring road, the reward \( r_i(t) \in \mathbb{R} \) is designed in a way that high average speed of all vehicles is rewarded, while high acceleration of the agent is penalized.
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The reward is:

\[ r_i(t) = \eta_1 \sum_{j=1}^{22} v_j(t) - \eta_2 \max\{0, a_i(t)\}. \]

Once the policy is trained on the ring road of 1 agent and 21 HVs, it is tested under different penetration rates and distributions with no modification.

4.4.10 Summary Table for AV Controllers

In the table 4.1, properties of the automated vehicle models considered in this chapter are summarized, including the needed input, the controller type, the design parameters, and the design method. In terms of input needed for the controllers, all the controllers need at least the speed measurements of the leading vehicle and the subject vehicle, and most of them also use the measurement of the spacing ahead of the subject vehicle, except MLYAU1 and MLYAU2. Without using the feedback of the spacing ahead, the following distance of MLYAU1 and MLYAU2 cannot be controlled. In addition to the spacing ahead and the speed of the leading vehicle, the BCM also uses the spacing behind and the speed of the following vehicle. The optimal control needs the most information, not only the spacing and the speeds of the vehicles near by, but also spacing and speeds of all the vehicles on the ring road. To access these information, wireless communication between vehicles is necessary. Third column shows the types of the controller. Four of the controllers are nonlinear controllers, and the rest of the controllers are linear. The design parameters of the controllers are listed in the forth column; except FUZ and RL, because the parameters these two controllers are too many to show here. The references for these two controllers are provided instead. Inspired by the classification in [97], the last column summarized the ways controllers are derived. Three controllers are designed based on observations in the real world. RL is the only controller that is based on learning. The rest of the controllers are based on analyses of the car following models.

4.5 Simulation

4.5.1 Simulation Platform

SUMO [49] is a microsimulation software. We used this simulation software since it is an open-source enabling interested parties to reproduce the results we have. SUMO has the capability to generate microscopic models of inter-modal traffic systems including road vehicles, public transport and pedestrians. It allows customized models and has various APIs to control the simulations remotely. It also allowed us to calculate the fuel economy which calculates it based on the Handbook Emission Factors for Road Transport 3 Euro 4 passenger car emission model.
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<table>
<thead>
<tr>
<th>AV models</th>
<th>Input</th>
<th>Controller type</th>
<th>Design parameters</th>
<th>Design Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUG</td>
<td>$d_i(t), v_i(t), v_{i-1}(t)$</td>
<td>Linear</td>
<td>$k_a, k_b, k_c, v_{eq}$</td>
<td>Model-based</td>
</tr>
<tr>
<td>BCM</td>
<td>$d_i(t), d_{i+1}(t), v_i(t), v_{i-1}(t), v_{i+1}(t)$</td>
<td>Linear</td>
<td>$k_d, k_a, k_p, v_{des}$</td>
<td>Model-based</td>
</tr>
<tr>
<td>FS</td>
<td>$d_i(t), v_i(t), v_{i-1}(t)$</td>
<td>Nonlinear</td>
<td>$U, \Delta x_i^0, \Delta x_{i-1}^0, \Delta x_{i+1}^0, d_1, d_2, d_3$</td>
<td>Heuristic</td>
</tr>
<tr>
<td>PI</td>
<td>$d_i(t), v_i(t), v_{i-1}(t)$</td>
<td>Nonlinear</td>
<td>$v_catch, g_u, g_t, \gamma$</td>
<td>Heuristic</td>
</tr>
<tr>
<td>LACC</td>
<td>$d_i(t), v_i(t), v_{i-1}(t)$</td>
<td>Linear</td>
<td>$k_1, k_2, h$</td>
<td>Model-based</td>
</tr>
<tr>
<td>LinOpt</td>
<td>$d_i(t), v_i(t), \forall i \in {1, 2, \ldots, N}$</td>
<td>Linear</td>
<td>$\gamma_s, \gamma_v, \gamma_u$</td>
<td>Model-based</td>
</tr>
<tr>
<td>MLYAU1</td>
<td>$v_i(t), v_{i-1}(t)$</td>
<td>Linear</td>
<td>$\gamma$</td>
<td>Model-based</td>
</tr>
<tr>
<td>MLYAU2</td>
<td>$v_i(t), v_{i-1}(t)$</td>
<td>Linear</td>
<td>$\gamma$</td>
<td>Model-based</td>
</tr>
<tr>
<td>FUZ</td>
<td>$d_i(t), v_i(t), v_{i-1}(t)$</td>
<td>Nonlinear</td>
<td>see details in [30]</td>
<td>Heuristic</td>
</tr>
<tr>
<td>RL</td>
<td>$d_i(t), v_i(t), v_{i-1}(t)$</td>
<td>Nonlinear</td>
<td>see details in [104]</td>
<td>Learning-based</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of the AV models on a ring road.

To run the simulations in SUMO, we also utilized existing libraries of code available in Flow [104][105] which is a computational framework mainly developed to enable the use of reinforcement learning methods such as policy gradient methods for traffic control and enables benchmarking of the performance of classical controllers which is then built to work the SUMO microsimulator. Flow is developed by the Mobile Sensing Lab at the University of California, Berkeley.

This study is the general investigation of behavior of vehicles driving on the closed circuit road. Since the ring itself is a closed loop, we used the continuous router which ensures the continuous rerouting of the vehicles in a closed loop. This class is useful if vehicles are expected to continuously follow the same route, and repeat said route once it reaches its end.

#### 4.5.2 Simulation Setup and Simulation Parameters

We are interested in the dynamic behavior of the closed circuit ring road. The simulation environment is set up similar to the real experiment shown in [84]. There are 22 vehicles on the single lane circuit ring road, which the radius is 41.38m (circumference is 260m). At the beginning of the simulation, the vehicle are placed uniformly, i.e. each distance gap are being set equally; and the initial speeds are all zero. Depends on the scenarios (section 4.5.3) running, each vehicle is assigned as human-driving vehicle or as a different type of automated vehicle. In each simulation run, there is always 300 seconds warm-up, in which all vehicles are running with IDM to make the ring traffic in the status of having stop-and-go waves. After that, the assigned automated vehicles switch to the automated control. For each model, values of parameters used in the simulations in this work are summarized in this
section. Selection of parameters may have influence on the performances. For the purpose of bench-marking, values of the original articles are used if they are available. Otherwise, values based on design criteria shown in the origin articles are used. None of these values are fine-tuned, although performances may be improved after careful tuning.

- **Intelligent Driver Model (IDM)** The parameters chosen for the IDM are as follows: $\delta = 4$, safe time headway $T = 1\text{s}$, maximum acceleration $a_{\text{max}} = 1\text{m/s}^2$, desired deceleration $b = 1.5\text{m/s}^2$, jam distance $s_0 = 2\text{m}$, and maximum speed $v_0 = 30\text{m/s}$ [91, Chapter 11].

- **Augmented OV-FTL (AUG)** $k_a = 1$, $k_b = 1$, $k_c = 11.0$, $h_{\text{st}} = 2\text{m}$, $h_{\text{go}} = 15\text{m}$, $v_{\text{max}} = 30\text{m/s}$, and $v_{\text{eq}} = 4.8\text{m/s}$, where $k_a$, $k_b$ are arbitrary positive numbers and $k_c$ is selected based on the criterion shown in [17]; $h_{\text{st}}$, $h_{\text{go}}$, and $v_{\text{max}}$ are default value in the FLOW [104]; $v_{\text{eq}}$ is the equilibrium speed of 22 IDMs on the ring road.

- **Bilateral Control Model (BCM)** The bilateral CFM (section 4.4.2) and the parameters of the controller used are: $k_d = 1$, $k_v = 1$, $k_p = 1$, $v_{\text{des}} = 4.8\text{m/s}$. It has been proven in [98] that the system of BCM vehicles is chain stable for arbitrary values of $k_d$ and $k_v$ that are greater than 0. $v_{\text{des}}$ is picked as the equilibrium speed of 22 IDMs on the ring road.

- **FollowerStopper (FS)** The parameters defining the four regions of the controller are as follows: $\Delta x_0^1 = 4.5\text{m}$, $\Delta x_0^2 = 5.0\text{m}$, and $\Delta x_0^3 = 6.0\text{m}$. Also, the deceleration rates are defined to be: $d_1 = 1.5\text{m}$, $d_2 = 1.0\text{m}$, $d_3 = 0.5\text{m}$, and $U = 4.8\text{m/s}$. Parameters shown in [84] are used. $U$ is the target speed of the FollowerStopper. It is picked as the equilibrium speed of 22 IDMs on the ring road.

- **PI with saturation (PI)** Parameters used in simulation are: $\gamma = 2$, $g_l = 7\text{m}$, $g_u = 30\text{m}$, and $v_{\text{catch}} = 1\text{m/s}$. Parameters shown in [84] are used.

- **Linear Adaptive Cruise Control** All the ACC controlled vehicles have the same parameters for dynamics and control: $\tau = 0.1$, $h = 1.4\text{s}$, $k_1 = 0.4$, and $k_2 = 0.7$. These parameters are picked such that its equilibrium speed is close to IDM’s; and string stability condition for a linear car following model can be satisfied.

- **Linear optimal control (LinOpt)** The controller gains are designed using the gains as follows: $\gamma_s = 1$, $\gamma_v = 1$, $\gamma_u = 1$. These values are arbitrary selected.

- **Lyapunov-based controllers (MLYAU1 and MLYAU2)** For both the type 1 and the type 2, they have the same parameter: $\gamma = 2$. The parameter value shown in [20] is used.
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4.5.3 Scenario

Given the goal of this work, we designed our simulations to include cases of varying percentages of AVs in the system.

**Baseline case (No automation)**  In this chapter, the baseline scenario we are considering is all human driving vehicles on the ring. We are using IDM to model the human driving behavior. In order to stimulate instability of ring road model to reproduce stop-and-go waves, acceleration noises are intentionally injected to all the car-following models. Another way of stimulating speed fluctuations is by inducing a sudden speed changes of vehicles in the traffic, e.g.[28][34][118]. In this works, persistent excitation of the traffic with acceleration noises are used, because we can produce stop-and-go waves more easily by doing this. Speed profiles of the 22 vehicles of IDM on the ring is shown in the figure 4.1. The plot shows how the speed profiles of the vehicles greatly vary with time especially after a certain time greater than 200s.

![Figure 4.1: Speed profiles of all IDM vehicles on the ring. The stop-and-go waves are fully developed at around 300 seconds and persist for the rest of the time.](image)

As an integral part of the simulations, we included a variation in the number of AVs in the system to test how the controllers perform under different penetration rates to see if there is also a significance in their performance depending on the percentage of penetration. Besides the penetration rate, we also investigate the impact of different distributions of AVs among HVs. Table 4.2 summarized the setups for scenarios we are studying in this chapter. In the *scenario I: platooned*, automated vehicles are placed in the clustered manner, which AVs are placed consecutively and HVs are also placed consecutively. Penetration of 1 AVs all the way to 22 AVs are studied. Then, in *scenario II: evenly distributed* is the case where the AVs are placed as evenly distributed as possible. That is the minimum number of HVs
between any two AVs is maximized. A maximum of 11 AVs are placed on the ring in this scenario, because any number more than 11 will no longer keep AVs separated evenly by HVs. Simulation results of these scenarios are shown in the next section. To help visualize scenarios, table 4.3 and table 4.4 are provided, showing the types of each vehicle on the road under different penetration rate at different scenarios. In order to compare the performances of controllers in terms of capabilities of dissipating stop-and-go waves, the controllers would only be activated after 300s, a time at which the stop-and-go waves are fully formed.

<table>
<thead>
<tr>
<th></th>
<th>scenario I</th>
<th>scenario II</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV(s) activation time</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>ICs (positions)</td>
<td>$d_i(0) = d_{eq} + \tilde{d}_i$, $\forall i = {1, \ldots, 22}$</td>
<td>$d_i(0) = d_{eq} + \tilde{d}_i$, $\forall i = {1, \ldots, 22}$</td>
</tr>
<tr>
<td>ICs (speeds)</td>
<td>$v_i(0) = 0$, $\forall i = {1, \ldots, 22}$</td>
<td>$v_i(0) = 0$, $\forall i = {1, \ldots, 22}$</td>
</tr>
<tr>
<td>AV distribution</td>
<td>clustered</td>
<td>evenly distributed</td>
</tr>
<tr>
<td>Number of AVs (= n)</td>
<td>$n \in {1, 2, \ldots, 22}$</td>
<td>$n \in {2, \ldots, 11}$</td>
</tr>
<tr>
<td>IDM noise</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 4.2: Scenarios of experiments in FLOW. $d_{eq} := (2\pi R_{ring} - \sum_{i=1}^{22} L_i)/22$, where $R_{ring} \in \mathbb{R}$ is radius of the ring road; and $\tilde{d}_i \in \mathbb{R}$ are random variables and are sampled such that $\sum_{i=1}^{22} \tilde{d}_i = 0$ to keep the sum of the headway matches the perimeter of the ring road. **AV(s) activation time** is the time at which AV controllers start to actively control the vehicles. **ICs(positions)** are the initial conditions of vehicle positions on the ring road. **ICs(speeds)** are the initial conditions of vehicle speeds on the ring road. **AV distribution** is the way AVs are distributed among other vehicles. **Number of AVs** is the number of AVs being placed on the ring road. **IDM noise** is the magnitude of the acceleration noise (in m s$^{-2}$) added to vehicles. The distributions of AVs for **scenario I** are shown below in the table 4.3, and the distributions of AVs for **scenario II** are shown in below in the table 4.4.

### 4.5.4 Results

Some simulation results are shown in this section and performances of the AV algorithms are evaluated. The metrics we are using for evaluation including: **Time to stabilize**, **Maximum final gap**, **Vehicle Miles of Travel (VMT)**, and **fuel economy**.

**Definition (Time to stabilize)**  The minimum time it takes for the standard deviation of the speeds across all vehicles to become smaller than 0.1, which is the noise we intentionally inject into the acceleration command. To be more precise, mathematical description is shown
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Table 4.3: AV distribution for scenario I-platooned under different penetration rates.

<table>
<thead>
<tr>
<th>[%]</th>
<th>AV</th>
<th>HV</th>
<th>HV</th>
<th>AV</th>
<th>AV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>AV</th>
<th>AV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>AV</th>
<th>AV</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.09</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>13.64</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>18.18</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>22.73</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>27.27</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>31.82</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>36.36</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>40.91</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>45.45</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>50.00</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>54.55</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>59.09</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>63.64</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>68.18</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>72.73</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>77.27</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>81.82</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>86.36</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>90.91</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>95.45</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>100.00</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
</tbody>
</table>

Table 4.4: AV distribution for scenario II-evenly distributed under different penetration rates.

<table>
<thead>
<tr>
<th>[%]</th>
<th>AV</th>
<th>HV</th>
<th>HV</th>
<th>AV</th>
<th>AV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>AV</th>
<th>AV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
<th>HV</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.09</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>13.64</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>18.18</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
<td>HV</td>
</tr>
<tr>
<td>22.73</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>27.27</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>31.82</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>36.36</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>40.91</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>45.45</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>50.00</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>54.55</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>59.09</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>63.64</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>68.18</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>72.73</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>77.27</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>81.82</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>86.36</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>90.91</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>95.45</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
<tr>
<td>100.00</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
<td>AV</td>
</tr>
</tbody>
</table>

below:

\[ T_{\text{stable}} = \arg\min_{t} \left\{ t : \sqrt{\frac{1}{2T} \sum_{i=1}^{22} (v_i(t) - \mu(t))^2} \leq 0.1, \mu(t) = \sum_{i=1}^{22} v_i(t) \right\} - t_{\text{activation}} \]  

where \( t_{\text{activation}} \) is the time when we switch on the automated vehicle, which is 300s in our simulation. The shorter time implies better wave dissipation capability.

**Definition (Maximum final gap)** The maximum gap between any of two consecutive vehicles on the ring if a ring road is stable. This can be used to evaluate the efficiency of
the use of spacing. The smaller is better. Formal mathematical definition is as follows:
\[
\bar{S}_{\text{final}} = \max_{t \in [t_{\text{activation}} + T_{\text{stable}}, T_{\text{final}}]} \max_{\forall \in i = 1, 2, \ldots, 22} d_i(t),
\]
where \(T_{\text{final}}\) is the time step at the end of the simulation. To reduce the variations of these values because of randomness of the microsimulation, the values we are showing below are averages of 10 simulation runs. Because of the randomness, for a few of the controllers, some of the stable(unstable) results are not 100% reproducible. That is, for a few AV, under the same distribution and the same penetration rate, the simulations may not always stable(unstable). For those marginal cases, we can say they are stable if more than 50% of the simulation runs are stable. For reference, we keep the number of unstable runs for each scenario and show them in table 4.5 and 4.6. Because of the randomness, for a few of the controllers, some of the stable(unstable) results are not 100% reproducible. That is, for a few AVs, at the same distribution and the same penetration rate, the simulations may not always stable(unstable). For those marginal cases, we say they are not stable if more than 50% of the simulation runs are not stable.

<table>
<thead>
<tr>
<th>Penetration Rate (%)</th>
<th>AUG</th>
<th>BCM</th>
<th>FS</th>
<th>FUZ</th>
<th>LACC</th>
<th>LinOpt</th>
<th>MLYAU1</th>
<th>MLYAU2</th>
<th>PI</th>
<th>RL</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.55</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9.09</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13.64</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18.18</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22.73</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>27.27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>31.82</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36.36</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40.91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>45.45</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>54.55</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>59.09</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>63.64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>68.18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>72.73</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>77.27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>81.82</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>86.36</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>90.91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>95.45</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.5: Number of unstable runs (out of 10) - Clustered

4.5.4.1 Scenario I

Given the metrics defined, we can now evaluate the performance of different AV controllers. In the first scenario, AV penetration rate from 0 to 100 percent are studied, where AVs are
Table 4.6: Number of unstable runs (out of 10) - Evenly distributed

Table 4.7: Average performance comparison of scenario I

Based on table 4.7, we can tell that the following controllers are able to stabilize the traffic on the ring with a minimum of one (1) AV: FollowerStopper, PI with Saturation, Linear
Optimal Controller, Lyapunov-based Controllers Type 1 and Type 2, and Reinforcement Learning. While AUG needs fives AVs, BCM needs four AVs, and LACC needs 9 AVs to stabilize the ring, the rest of the controllers need only one AV to stabilize the ring. Among these controllers, the Lyapunov-based Controller Type 1 (4.4.7) yields the fastest time to stabilize. However, from figure 4.2, it is notable that after a few seconds that the vehicles are stable, all of them simply stops. This is a trivial solution to be stable. Because of this, we can consider that the RL controller performs the best in terms of time to stabilize.

Figure 4.2: Speed profiles of the stabilized results; red: automated vehicle; blue: human driving vehicle; black: indication of beginning of AV control. For the results of AUG and BCM, four AVs are placed on the ring road. For the result of LACC, nine AVs are placed on the ring road. For the result of the rest of the AVs, only one AV is placed on the ring road.

By looking at the distance-gaps, we can observe that whether the traffic flow density on the ring road is uniform. We can observe that gaps between vehicles converge to a steady state when the traffic on the ring road is stable for all cases in figure 4.3. Most AV controllers have similar gap, except MLYAU1 and MLYAU2 where they have relative large distance-gaps. MLYAU1 gives the highest distance-gaps since the vehicles go to a complete stop a few seconds after being stable creating a huge gap between the AV and the HVs. The baseline values of VMT and fuel economy are 96.71[miles] and 13.43[mpg] when all the vehicles are HVs. In terms of VMT, all cases in the table perform better than the baseline, because the flow is smoother, except that MLYAU1 is basically blocking the traffic, as mentioned. Fuel economy for all cases are generally better than baseline as well, except MLYAU1.
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Figure 4.3: Gap profiles of the stabilized results; red: automated vehicle; blue: human driving vehicle; black: indication of beginning of AV control. For the results of AUG and BCM, four AVs are placed on the ring road. For the result of LACC, nine AVs are placed on the ring road. For the result of the rest of the AVs, only one AV is placed on the ring road.

Figure 4.4 further shows time to stabilize, maximum final gap, VMT, and fuel economy across different number of automated vehicle on the ring, respectively. Only the data point that the ring is being stabilized before the end of the simulation is shown. In the figure 4.4-(a), it can be observed that generally, the time need to be stable is shorter with more AVs on the ring, except PI. The PI eventually make the traffic into totally chaos when there are more than 8 AVs (~36% penetration rate) on the ring. In figure 4.4-(b), we can also observe that the maximum distance-gap is also not much dependent on the number of AVs on the ring, but is relatively dependent on the AV types. To be noted, that the MLYAU1 has relatively large distance-gap because the controller basically stops all the traffic behind.

Figure 4.4-(c) shows the comparison of VMT and figure 4.4-(d) show the fuel economy, respectively. In terms of VMT, we can see that the AVs generally improves the VMT, except the FUZ, which is not stable, and the MLYAU1, which basically stops the traffic as we saw previously. The VMT are improved because the traffic flow are smoother than the baseline scenario. The VMT is generally positively related to the stability of ring road. The VMT are almost the same for AVs whose stabilizing time is almost the same for different penetration rates. For AVs that get more stable (shorter stabilizing time) with increasing penetration rate, the VMT is increasing with penetration rates, e.g. BCM, LACC, AUG. On the other hand, for the AV getting less stable at higher penetration rates, the VMT decreases, e.g.
Figure 4.4: (a) Time to stabilize; (b) Maximum final gap; (c) VMT; (d) Fuel economy for the clustered case scenario. For (c) and (d), black dots are the baseline scenario values, where all vehicles are HVs.

PI. For fuel economy, we can observe that the fuel economy is improved for AVs with better stability. While most AVs have generally improved fuel economy than the baseline case, except some AVs, both FUZ and MLYAU1 have worse fuel economy, because they either make the traffic less stable or block the traffic. Fuel economy generally gets better with increase penetration rates. It is particularly significant for the AVs that are not stable at lower penetration rates, e.g. AUG, BCM, LACC. There are two exceptions that the fuel economy is getting worse at higher penetration rates: FS, and PI. For PI, as we have seen, the stability is getting worse at higher penetration rates; hence, the fuel economy is also getting worse at higher penetration rates. It is interesting to notice that the fuel economy of FS also gets worse even though the traffic flow is getting smoother. The possible reason is that FS is actually doing a lot of subtle acceleration and deceleration. This is because FS is essentially a speed controller, the process of converting speed command to acceleration introduces ‘noise’ into acceleration command, which causes higher fuel consumption.
4.5.4.2 Scenario II

Results of scenario II are presented in this section. Similar to the previous section, for scenario II, the corresponding values when the traffic on the ring is stable are presented in table 4.8. In this scenario, the penetration rate is only limited to about 9% to 50% of AV penetration in the system given that the placement of the AVs has to follow an even distribution (as shown in table 4.4).

<table>
<thead>
<tr>
<th>Controller</th>
<th>Min no. of AVs to stabilize</th>
<th>Time to stabilize in sec</th>
<th>Max gap in m</th>
<th>VMT</th>
<th>Fuel economy in mpg</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUG</td>
<td>6</td>
<td>272.04</td>
<td>12.19</td>
<td>133.83</td>
<td>22.28</td>
</tr>
<tr>
<td>BCM</td>
<td>5</td>
<td>1516.9</td>
<td>12.29</td>
<td>127.06</td>
<td>19.32</td>
</tr>
<tr>
<td>FS</td>
<td>1</td>
<td>196.23</td>
<td>12.70</td>
<td>127.17</td>
<td>20.18</td>
</tr>
<tr>
<td>FUZ</td>
<td>Unstable</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>LACC</td>
<td>9</td>
<td>1213.55</td>
<td>12.13</td>
<td>129.98</td>
<td>21.05</td>
</tr>
<tr>
<td>LinOpt</td>
<td>1</td>
<td>120.50</td>
<td>12.12</td>
<td>128.99</td>
<td>21.82</td>
</tr>
<tr>
<td>MLYAU1</td>
<td>1</td>
<td>61.41</td>
<td>114.97</td>
<td>24.27</td>
<td>7.70</td>
</tr>
<tr>
<td>MLYAU2</td>
<td>1</td>
<td>151.23</td>
<td>36.87</td>
<td>101.13</td>
<td>16.82</td>
</tr>
<tr>
<td>PI</td>
<td>1</td>
<td>86.98</td>
<td>12.01</td>
<td>128.69</td>
<td>21.13</td>
</tr>
<tr>
<td>RL</td>
<td>1</td>
<td>241.03</td>
<td>14.52</td>
<td>138.69</td>
<td>19.70</td>
</tr>
</tbody>
</table>

Table 4.8: Average performance comparison of scenario II - Evenly Distributed

From table 4.8, we can easily see that the overall results appear to be similar in Scenario I with minimal changes in the values. Again, it failed to stabilize when the FUZ is used. It takes the most number of AVs for LACC to work while the number of AUG needs to be increased to six (6) from three (3) and the number of BCM needs to be increased to five (5) from three (3) in Scenario I for the system to be stable.

To further differentiate the controllers based on their performance at different penetration rates, results across different penetration rates also presented here is figure 4.5. Again, we can see the same trend as in the previous scenario if we look at figure 4.5-(a) where the time to stabilize for the ring generally decreases as AV penetration rate increases, except for PI where it is also could get unstable at high penetration rates. In figures 4.5-(b), we can restate our prior observations that the maximum gap is invariant with respect to the penetration rate except for the two Lyapunov-based controllers for the same reasons that are previously mentioned. In figure 4.5-(c) and 4.5-(d), the trends of VMT and fuel economy are also similar to the previous scenario.

4.5.4.3 Comparison across two scenarios

To further compare the influences of distributions of AVs, figure 4.6-figure 4.9 arrange the results in a different way. We overlay the results of different scenarios on top of each other scenario for different types of automated vehicles. Figure 4.6 shows the time to stabilize for
each AV. For most of the AVs, time to stabilize is decreasing with increasing penetration rate, or kept the same. However, PI shows that as penetration rate increases, traffic becomes less stable. This may imply that the PI is more appropriate when AV penetration rate is low. For most of the AVs, it can be noted that variation of the stabilizing time is not significant across different AV distributions while it is more relevant to AV types and penetration rate. The BCM shows significant difference between two distributions. The performance of BCM is much better when they are clustered together than being separated.

Figure 4.7 shows maximum gap for each AV. Only the results of FS show that the maximum gap is a little shorter in the case of the evenly distributed scenario. There is no significant discrepancy for other type of AVs.

Figure 4.8 shows the VMT for each AV. VMT is also not sensitive to the variation of AV distributions. With the help of AVs smoothing traffic flow, the VMTs are significantly increased compared to the baseline case, except for FUZ and MLYAU1. FUZ results in slightly lower VMT because it was not able to stabilize the traffic flow under any penetration
rate. MLYAU1 stops the traffic so that the VMT is much smaller than the baseline. Figure 4.9 shows the fuel economy for each AV. For AVs, fuel economy does not show much change with the change in penetration rates and AV distributions.

Figure 4.6: Time to stabilize the ring road for AV controllers under different penetration rates and different distributions.

4.6 Summary

In this chapter, automated vehicles dissipating stop and go waves on a ring road are studied under different distributions and penetration rates. To evaluate their performances, experiments are carried out in the state of the art simulation framework. Our findings are summarized as follows:

- Out of 10 automated vehicles, 6 automated vehicles models are able to stabilize the ring road traffic at penetration rate as low as 5 percent. They are FS, LinOpt, MLYAU1, MLYAU2, PI, and RL.
- Generally, stabilizing time is shorter if more AVs are placed in the traffic. However, for PI, the performance is degraded when more AVs are placed.
• The FUZ is the only controller that is not able to meet stability based on the set criterion but it is able to ensure that the traffic moves on the ring without encountering any vehicular crashes.

• RL controller shows the most consistent traffic improvement under all circumstances for all four metrics. It shows more than 40 percent VMT improvement while maintaining good fuel saving. MLYAU1 stabilizes the ring road with a trivial speed, where it almost stops all the vehicles in the system. For most of the AVs, the performance of the AVs are not much related to the way they are distributed among the traffic (except PI and BCM). No matter whether they are clustered (i.e., platooned) or evenly distributed, performance of AVs is pretty much the same. However, this shall be treated with caveat. This might only be applicable when we treat control of AVs individually (i.e., no cooperation/communication among them) as a recent study by Li et al.[44] mentions that the distribution of AVs may have a big impact when we consider the cooperation of multiple AVs.

• PI is one of the two controllers that shows some difference between two distributions. It is interesting to see that the performance of the PI is not as good as in the clustered case compared to being evenly distributed. When the PI is placed in the manner of
Figure 4.8: Vehicle Miles of Travel for AV controllers under different penetration rates and different distributions. The baseline VMT is 96.71.

- Another controller that shows quite different results for different distributions is BCM. The results of time to stabilize also show that it performs better under clustered scenario.

Compared to chapter 3, this chapter benchmarking controller numerically. Conditions shown in chapter 3 are conservative in the sense that they are under the assumption how human driving behavior is. Besides, the stability defined in chapter 3 is more restrictive than what we necessarily need. Other than converging to a unique equilibrium speed defined by the model, there are other possibilities of “stability” for traffic. For example, what we have seen for MLYPU1 is to slow down the traffic to a trivial steady state, although it is not desirable in reality. It is also interesting to notice that the learning based controller provides a quite different approach compared to other automated vehicle models. It firstly stops the traffic and then approaches the leading vehicle carefully to avoid inducing instability of the traffic. Another thing we learn from the simulation is that the more automated vehicles does not necessarily mean the traffic is better. The controller needs to be designed carefully so
Figure 4.9: Fuel economy in MPG under different penetration rates and different distributions. The baseline fuel economy is 13.12 MPG.

that the impact to the traffic should not degrade as penetration rates increase and should ideally have a positive impact as penetration rate increases.
Chapter 5

Truck Longitudinal Dynamics and Control

In this chapter, we focus on design and implementation of longitudinal motion control for trucks. A model based longitudinal dynamics control is developed and implemented on a truck. The controller has a hierarchical structure, composed of an upper controller and a lower controller. The function of the lower controller is, for a given desired acceleration, to compute and execute commands for the engine and the service brake system. The performance of the controller relies on the accuracy of the parameters. Because the parameters may not be readily available, an adaptive parameter estimator is developed to adjust the parameters for the lower controller in real-time as new measurements are acquired. The upper controller is mainly composed of two control modes: cruise control and car following control. Depending on the driving conditions, the controller switched to one of the modes accordingly. Cruise control (CC) is a controller that regulates the vehicle speed to a reference speed. It is appropriate to use when the traffic flow is smooth, and the leading vehicle ahead is quite far away. For a given target speed, a reference speed trajectory is planned with a reference speed generator, which computes a speed trajectory from the current speed to the target speed while satisfying acceleration constraints and acceleration jerk constraints. The car following control (also known as Adaptive cruise control (ACC)) is a control that regulates the relative distance and relative speed with respect to the preceding vehicle. The goal of the car following controller is to regulate the difference between the time-headway and a given desired time headway. The proposed controller is implemented in simulation and on real trucks. Practically, vehicle to vehicle communication is essential to achieve string stability when leading vehicle speed is varying. Thus, we also incorporate V2V communication to access leading vehicle speed directly to achieve good car following performance while the leading vehicle speed is varying. Simulation results and experiment results are shown at the end to demonstrate the effectiveness of our design.
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5.1 Overview

Cruise control and adaptive cruise control are two of most widely available advanced driver assistance systems, which could increase riding comfort and conveniences and potentially enhance safety and energy efficiency. They are also two fundamental systems for full automated vehicles.

Cruise control are widely available on many modern vehicles. It is a system that regulates the speed of the vehicle to a pre-set speed. It could reduce driving fatigue and riding comfort for long drives. However, it is less useful when traffic density is high, because it does not actively respond to the leading vehicles.

Adaptive cruise control is a system that can automatically respond to a leading vehicle ahead. An ACC system can measure relative speed and relative distance to the leading vehicle with on-board sensors, like radar, lidar, or vision sensor; and use these measurements to execute throttle and brake command in order to achieve steady car following behind the leading vehicle. Since the introduction of the first generation to the market about two decades ago, many researches with regard to their impacts on transportation and environment have been done, and much efforts have been placed to improve the performance in terms of safety, traffic efficiency, and energy economy. Some of the perspectives will be discussed below. Reviews of the development of ACC can be found in [108][31].

Spacing policy which governs the separation between the leading vehicle and the subject vehicle is critical for model-based ACC design. A variety of gap policies are available in the existing literature, where the constant distance-headway policy and constant time-headway policy are two of the most basic spacing policies. Constant distance-headway policy can maximally increase capacity of the highway because of the short following distance between vehicles. However, it is less desirable on public highways, since it requires extremely high precision control, and it is less theoretically more sensitive to speed variations of downstream vehicles. On the other hand, although maximum capacity of the time-headway policy would be limited because the desired following distance is proportional to driving speed, it is generally preferable since it is theoretically less sensitive to downstream traffic perturbation. It can be shown that controllers of constant-time headway policy with appropriate controller design could attenuate disturbance coming from downstream, while constant-distance headway could not [72]. Besides, time-headway policy is closer to human driving behavior, which would make it more acceptable for human drivers and passengers.

Sting stability is a critical property for car following controller. It characterizes whether a string of car following controller attenuates or amplifies disturbances upstream [88]. Considering both lags of system dynamics and sensor delays, ACC string stability may not be achievable [52] [72][109]. It has been shown that string stability is not achievable when desired time-headway is too short [72][109]. String stability can be achieved with appropriate controller design, for example, Liang et al. developed a LQR based control [46]. In this work, we formulate the string stability requirement as a robust control problem. String stability can be improved with vehicle to vehicle communication [60] [69]. In this work, we use also vehicle to vehicle communication to improve the car following control of the truck.
While majority of research and development focuses are on passenger cars and lots of the experiences can be carried over to trucks, inherent differences between trucks and passenger cars poses special opportunities and challenges for automated trucks [83] [2]. A few related works are summarized below. Yanakiev et al. [114] proposed adaptive methods for speed tracking and vehicle following controller design. In the vehicle following controller design, because of the nature of lower power-to-weight ratio, heavy duty vehicle needs to have larger car following space than passenger vehicles to maintain string stability. However, larger following space reduce the traffic throughput. To deal with this, wireless communication of leader vehicle speed to all the following vehicle in the platoon is proposed. With this extra information of platoon leader, follower vehicles in the platoon are able to follow with a shorter distance while maintain string stability. Lu et al. [50] developed a constant distance following for heavy duty truck with model based approach. Detailed physical model of a truck is used for controller design. In this work, we also consider model based approach for controller design.

One of main challenges of model based approach is that the performance of the controller is reliant on the physical parameters. Huang et al. [36] proposed an online estimator to estimate payload of a lightweight electric vehicle. Bae et al. [4] rearranged vehicle longitudinal dynamics and estimated vehicle parameters with measurements of vehicle speed, acceleration and road grade. In this work, we implement a similar approach which estimates lumped vehicle parameters which then are used for the lower controller.

Main contributions in this chapter include: (1) a parameter estimator is used to estimate parameters for lower controller, so that the controller is not reliant on unknown physical parameters; (2) an analytical string stable car-following control is designed considering model uncertainties; (3) a vehicle-to-vehicle communication is used to enhance the car following performance. The design is implemented and validated in the real world on trucks.

5.2 Longitudinal Vehicle Dynamics

Longitudinal vehicle dynamics is illustrated in figure 5.1. Let $F_x(t)$ be the traction force along the longitudinal direction; $F_{aero}(t)$ represent the aero drag force; and $F_r(t)$ represent total rolling resistance. Define $m \in \mathbb{R}$ be the vehicle mass and $g \in \mathbb{R}$ be the gravity constant. $\theta$ is the road grade and $V_x : [0, \infty) \to \mathbb{R}$ is vehicle longitudinal speed. Newtons second law, we can obtain following equation:

$$m \dot{V}_x(t) = F_x(t) - F_{aero}(t) - F_r(t) - mg \sin \theta(t), \quad (5.1)$$

The aero drag force $F_{aero}(t)$ is modeled as a function of the longitudinal vehicle speed:

$$F_{aero}(t) = \frac{1}{2} \rho_d C_d A_F (V_x(t) + V_{wind}(t))^2, \quad (5.2)$$

where $\rho_d \in \mathbb{R}$ denotes air density, $C_d \in \mathbb{R}$ denotes aero dynamics drag coefficient, $A_F \in \mathbb{R}$ is the effective frontal area, and $V_{wind} : [0, \infty) \to \mathbb{R}$ is the headwind speed. Let $F_r(t)$ represent
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Figure 5.1: Longitudinal vehicle dynamics. $F_x(t)$ is the traction force along the longitudinal direction. $F_{aero}(t)$ represents the aero drag force. $R_{x1}(t)$, $R_{x2}(t)$, and $R_{x3}(t)$ are rolling resistances at wheels; for simplicity, only forces at three wheels are sketched here. $m$ is vehicle mass and $mg$ is gravity force. $\theta(t)$ is the slope angle and $V_x(t)$ is the vehicle speed along longitudinal direction.

overall effect of the rolling resistances, i.e. $F_r(t) = R_{x1}(t) + R_{x2}(t) + R_{x3}(t)$. The rolling resistances $R_{x1} : [0, \infty) \rightarrow \mathbb{R}$, $R_{x2} : [0, \infty) \rightarrow \mathbb{R}$, $R_{x3} : [0, \infty) \rightarrow \mathbb{R}$ are acting on each wheel and these forces are due to the distortions of the tires. The rolling resistance is proportional to the normal force at the tire. Therefore, total rolling resistance can be written as follow:

$$F_r(t) = C_r mg \cos \theta(t), \quad (5.3)$$

where $C_r \in \mathbb{R}$ is the rolling resistance coefficient, which is related to the property of the tire and the road condition. Ideally, if the traction force $F_x(t)$ can be controlled directly, the control of the vehicle speed and acceleration can be very easy and straightforward. However, in practice, the traction force can only be indirectly controlled by either applying appropriate engine torque, engine brake or the service brake. In order to execute appropriate engine torque command, engine brake command or service brake command, a model of powertrain is briefly reviewed.

**Powertrain**

A diagram of a typical automatic transmission powertrain is illustrated in figure 5.2. The

Figure 5.2: Powertrain configuration. A typical automatic transmission powertrain consists of an engine, a torque converter, a transmission, a gearbox, and a drive wheels.
main components considered here include: engine, torque converter, transmission, gearbox, and drive wheels, which will be introduced in sequence below. These components are linked mechanically by shafts. Their rotational speeds and their torques are

$$\omega_e : [0, \infty) \to \mathbb{R}, \quad \omega_c : [0, \infty) \to \mathbb{R}, \quad \omega_t : [0, \infty) \to \mathbb{R}, \quad \omega_w : [0, \infty) \to \mathbb{R}, \quad T_e : [0, \infty) \to \mathbb{R}, \quad T_c : [0, \infty) \to \mathbb{R}, \quad T_t : [0, \infty) \to \mathbb{R}, \quad \text{and} \quad T_w : [0, \infty) \to \mathbb{R},$$

respectively. There are mainly three modes for trucks longitudinal controls.

**Engine Driving**

During acceleration, the engine generates power to pull the truck. Dynamics of an engine is sophisticated. Detailed engine model and intricate controller design [14] are needed to control engine torque. Fortunately, typically, there is a dedicated engine control system on vehicles, which allows us to execute torque command conveniently. Therefore, we can assume that the engine torque $T_e(t)$ can be controlled directly. The output shaft of the engine is connected to the input shaft of the torque converter. The torque converter is a component that allows speed mismatch between engine and the rest of the components in the powetrain. The input shaft and the output shaft of the torque converter are softly coupled with working fluid at lower vehicle speed to avoid engine being stalled, and they can be mechanically coupled at higher vehicle speed to increase fuel efficiency. At low speed, torques of input shaft and output shaft can be approximated as static functions of input shaft speed and output shaft speed; and at high speed, the torque converter is simply modeled as a shaft, where input torque $T_e(t)$ is equivalent to output torque $T_c(t)$ [1][41]. The control scenario in this work is mainly considered at higher speed. Therefore, we assume that the speed and torque of both the input shaft and the output shaft are the same:

$$\omega_e(t) = \omega_c(t), \quad (5.4)$$

$$T_e(t) = T_c(t). \quad (5.5)$$

The output shaft of the torque converter is linked to the transmission. The transmission is a component composed of several gears and gear trains to convert power from the engine side to the drive wheel side at different speeds. Larger gear ratio is used at lower vehicle speed to provide larger traction force at the drive wheels. At higher vehicle speed, lower gear ratio is used to match the engine speed and the vehicle speed. The gear ratios of the transmission are discrete at different gear numbers. Let $r_{G1,i} \in \mathbb{R}_{\geq 0}$ be the gear ratio at gear $i$. At gear $i$, the rotational speeds and the torque of the shaft on both ends of the transmission are described as follows:

$$\omega_c(t) = \frac{\omega_t(t)}{r_{G1,i}}, \quad (5.6)$$

$$T_c(t) = T_{i}(t)r_{G1,i}. \quad (5.7)$$

The output shaft of the transmission is connected to the input shaft of the final gearbox with a fixed gear ratio $r_{G2} \in \mathbb{R}_{>0}$. Assume the rotational inertia of the shaft between the transmission and the final gearbox is $I_t \in \mathbb{R}_{>0}$, the dynamic equation of the shaft can be written as follows:

$$I_t\ddot{\omega}_t(t) = T_{i}(t) - r_{G2}T_w(t). \quad (5.8)$$
The rotational speed of the shaft is proportional to the wheel speed $\omega_w$:

$$r_{G2}\omega_t(t) = \omega_w(t). \quad (5.9)$$

Finally, the wheel dynamics is modeled:

$$I_w\dot{\omega}_w(t) = T_w(t) - F_x(t)r_{\text{eff}}, \quad (5.10)$$

where $I_w \in \mathbb{R}_{>0}$ denotes the moment of the inertia of the wheel, $r_{\text{eff}} \in \mathbb{R}_{>0}$ denotes the effective wheel radius. Wheel traction force is a function of wheel slip ratio $\sigma_x$. Under normal driving, wheel slip ratio is small, wheel traction force is approximately linear with respect to wheel slip ratio:

$$F_x(t) = C_\sigma \sigma_x(t), \quad (5.11)$$

where $C_\sigma \in \mathbb{R}$ is called longitudinal tire stiffness parameters and wheel slip ratio $\sigma_x$ is defined as:

$$\sigma_x(t) = \begin{cases} \frac{r_{\text{eff}}\omega_w(t) - V_x(t)}{V_x(t)}, & V_x(t) > r_{\text{eff}}\omega_w(t) \\ \frac{r_{\text{eff}}\omega_w(t) - V_x(t)}{r_{\text{eff}}\omega_w(t)}, & r_{\text{eff}}\omega_w(t) \geq V_x(t) \end{cases}.$$ 

**Engine Braking**

In addition to acceleration, an engine can also generate moderate negative torque to decelerate the truck. When the engine braking is applied, similar formulation discussed above can be used to describe relation between the engine braking torque and the traction force. The engine braking torque can also be controlled directly by sending command to engine controller with $T_e(t) < 0$. When braking force is needed, using the engine braking appropriately can help save wear on service brakes. However, it is not able to fully stop the truck. Service brakes are still needed to stop the truck.

**Service Brake System**

Service brake system is another component that can apply braking force. It can generate more powerful braking force and can full stop trucks. Unlike engine braking, the service brake system is a component that can apply braking force directly at wheels. That is, during brake, the wheel torque is:

$$T_w(t) = T_{\text{brake}}(t),$$

where $T_{\text{brake}} : [0, \infty) \rightarrow \mathbb{R}$ is the service brake braking torque. However, in practice, $T_{\text{brake}}$ is not able to controlled directly, because of the design of the brake system. Fortunately, the brake system of the truck we are using is calibrated so that we can control deceleration command directly. Therefore, we do not control $T_{\text{brake}}$, instead, we can control deceleration directly when service brakes are needed.
5.3 Hierarchical Controller Overview

A hierarchical controller is considered in this work. A diagram of the hierarchical controller is illustrated in figure 5.3. In the scheme of the hierarchical controller, there is an upper controller and a lower controller. For a given control object, the upper controller computes a desired acceleration command as an input to the lower controller. The lower controller is designed to interface with mechanical actuators in order to follow the desired acceleration or the desired speed from upper controller. The benefit of the hierarchical control is that the controller design of the controller can be simplified. Particularly, the design of the upper controller can focus only on the kinematics of the subject vehicle and/or the other vehicles without considering nonlinearity in the powertrain. In addition, the modularity allows us to replace upper controllers easily for different control purposes.

![Diagram of hierarchical controller](image)

Figure 5.3: Schematic of hierarchical controller. The upper controller computes the desired acceleration $a_{des}$ with state feedback. The lower controller computes the engine driving torque command $T_{e,c}$, the engine braking torque command $T_{eb,c}$ and the service braking command $a_{sb,c}$ for the desired acceleration.

In this work, acceleration control is considered. Given the desired acceleration, the lower controller determines the engine driving torque value, the engine braking torque value, and the service brake value to achieve the desired acceleration. To control these components to attain desired acceleration, a lower controller is derived based on physical principle of components in the powertrain.

5.4 Lower Controller

The lower controller is a controller that executes engine driving torque command $T_{e,c}$, engine braking torque command $T_{eb,c}$, and service brake command $a_{sb,c}$ in order to control the truck
to track the desired acceleration from the upper controller. A model based lower controller is developed, which is composed of formulations derived based on the longitudinal vehicle dynamics model and the powertrain model shown above.

We first derive the formulation for engine driving torque command. We assume wheel slip ratio is small, \( \sigma_x \ll 1 \), which is generally true under normal driving condition. Based on (5.1)-(5.10), acceleration of the vehicle for given engine torque can be computed:

\[
\dot{V}_x(t) = \frac{r_{\text{eff}G_1,i}r_{G_2}T_e(t) - r_{\text{eff}G_1,i}^2G_2^2F_{\text{aero}}(t) - r_{\text{eff}G_1,i}^2G_2^2F_r(t) - r_{\text{eff}G_1,i}^2G_2^2mg\sin\theta(t)}{mr_{\text{eff}G_1,i}^2G_2^2 + I_{\text{eff}G_1,i} + I_wr_{G_1,i}^2G_2^2}.
\]  
(5.12)

We can use this to derive the engine torque command for desired acceleration. Let engine torque command \( T_{e,c} \) be

\[
T_{e,c}(t) = \frac{mr_{\text{eff}G_1,i}^2G_2^2 + I_{\text{eff}G_1,i} + I_wr_{G_1,i}^2G_2^2}{r_{\text{eff}G_1,i}G_2}a_{\text{des}}(t) + r_{\text{eff}G_1,i}r_{G_2}F_{\text{aero}}(t)
\]

\[+ r_{\text{eff}G_1,i}r_{G_2}F_r(t) + r_{\text{eff}G_1,i}r_{G_2}mg\sin\theta(t). \]
(5.13)

Let \( T_e(t) = T_{e,c}(t) \), acceleration of the vehicle (5.12) then becomes

\[
\dot{V}_x(t) = a_{\text{des}}(t).
\]

Therefore, for a desired \( a_{\text{des}} \), we can use (5.13) to compute the corresponding engine torque command. When the desired acceleration is positive, then the engine driving mode is activated while the other commands are off. On the other hand, if the desired acceleration is negative, the engine would switch to engine brake mode, which would decelerate the truck. The engine braking torque can also be computed using (5.13). The engine brake can only provide mild braking force. When greater braking force is needed, the service brake system is needed. For the service brake command, as mentioned above, thanks to the embedded controller for the service brake system, we can control desired deceleration command \( a_{sb,c} \) directly. By aggregating the commands for the engine and the service brake system, we can formally write the lower controller as follows:

\[
(T_{e,c}(t), T_{eb,c}(t), a_{sb,c}(t)) = \begin{cases}
(r_e^{(i)}(a_{\text{des}}(t), V_x(t), \theta(t)), 0, 0) & \text{if } a_{\text{des}}(t) > 0 \\
(0, f_e^{(i)}(a_{\text{des}}(t), V_x(t), \theta(t)), 0) & \text{if } 0 \geq a_{\text{des}}(t) > a_{eb,max} \\
(0, f_e^{(i)}(a_{eb,max}, V_x(t), \theta(t)), a_{\text{des}}(t) - a_{eb,max}) & \text{if } a_{eb,max} \geq a_{\text{des}}(t)
\end{cases}
\]  
(5.14)

where \( e_{eb,max} \) is the maximum acceleration that can be achieved with engine brake only, which can be determined based on experiments. \( f_e^{(i)} \) is derived based on (5.13) for transmission gear number \( i \). We neglect wind speed and assume that the road grade is small (\( \theta \ll 1 \rightarrow \cos \theta \approx 1 \)). Thus,

\[
F_{\text{aero}}(t) \approx \frac{1}{2} \rho_d C_d A_f r_{\text{eff}G_1,i}r_{G_2}V_x(t)^2,
\]

\[
F_r \approx mgC_r,
\]
and \( f_e^{(i)} \) is:
\[
 f_e^{(i)}(a_{\text{des}}(t), V_x(t), \theta(t)) = \frac{(mr_{G1}^2r_{G2}^2 + Ir_{G1}^2 + Iw_{G1}^2 + r_{G2}^2)}{r_{G1}r_{G2}}a_{\text{des}}(t)
 + \frac{1}{2}\rho_dC_dA_f r_{G1}r_{G2}V_x(t)^2 + mgC_r r_{G1}r_{G2} + mg\sin(\theta(t))r_{G1}r_{G2}.
\] (5.15)

The implementation of the model based lower controller design requires accurate parameters, for example, rotational shaft inertia, drag coefficient, etc. These parameters may be attained based on design specification. However, because of engineering tolerance, the physical parameters of each component may not be guaranteed. These parameters are generally unknown. To deal with unknown parameters, we present an approach reformulating (5.12) as a parametric model with fewer unknown parameters and estimating these unknown parameters using real world driving data.

### 5.4.1 Parametric Model

Suppose vehicle mass is large and the mass term dominates the denominator of (5.12). Let \( a(t) := V_x(t) \). We can reformulate it (5.12) as follows:
\[
 T_e(t) = \beta_1 r_{G1}r_{G2}(a(t) + g\sin(\theta(t))) + \beta_2 r_{G1}r_{G2}V_x(t)^2 + \beta_3 r_{G1}r_{G2},
\] (5.16)

where
\[
\beta_1 \approx m,
\beta_2 = \frac{1}{2}\rho_dC_dA_f,
\beta_3 = mgC_r.
\]

In (5.16), generally unknown parameters are collectively represented by \( \beta_1, \beta_2, \) and \( \beta_3 \), which we want to estimate using field test data. The other parameters are either given or can be measured easily. Wheel radius \( r_{\text{eff}} \) can be measured directly. Suppose the measurement of the engine speed, the transmission shaft speed and the wheel speed are available. Estimation of gear ratios \( r_{G1} \) and \( r_{G2} \) can be done with (5.6) and (5.9). We assume \( T_e, a, \theta, \) and \( V_x \) are variables that can be measured with on-board sensors and recorded with a on-board computer. With field test data, we can fit the model by solving a least square error minimization problem:
\[
[\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3]^T = \arg \min_\beta \|X\beta - Y\|^2_2.
\]

\( X \in \mathbb{R}^{N \times 3} \) and \( Y \in \mathbb{R}^N \) are matrices that aggregates the \( N \) driving data points according to the model (5.16) such that each row of \( X \) is
\[
X = [(a(t) + g\sin(\theta(t)))r_{G1}r_{G2}, V_x(t)^2r_{G1}r_{G2}, r_{G1}r_{G2}],
\]
and each entry of $Y$ is $T_e(t)$.

With estimated parameters $\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3$, we can reformulate $f^{(i)}_e$ for lower level controller as follows:

$$f^{(i)}_e(a_{des}(t), V_x(t)) = \hat{\beta}_1 r_{eff} r_{G1} r_{G2}(a_{des}(t) + g \sin(\theta(t))) + \hat{\beta}_2 r_{eff} r_{G1} r_{G2} V_x(t)^2 + \hat{\beta}_3 r_{eff} r_{G1} r_{G2}.$$  

### 5.4.2 Lower Controller with Adaptive Parameter Estimator

The above offline approach is sufficient for models with time invariant parameters. However, in practice, vehicle parameters may change from time to time. For example, the weight may change every time because different payload is being carried; the aero drag coefficient may change because of the weather; and the friction may change because of the mechanical wear. The controller performance is expected to be improved if the parameters can be fine tuned in real time with new measurements. An adaptive parameter estimator is used to update parameters for the lower controller. Let $\beta_1^{(i)} = \beta_1 r_{eff} r_{G1} r_{G2}$, $\beta_2^{(i)} = \beta_2 r_{eff} r_{G1} r_{G2}$, and $\beta_3^{(i)} = \beta_3 r_{eff} r_{G1} r_{G2}$. We can rewrite (5.16) as follows:

$$Z = \phi^T \Theta^{(i)},$$

where $Z = T_e$, $\Theta^{(i)} = [\beta_1^{(i)}, \beta_2^{(i)}, \beta_3^{(i)}]^T$, $\phi = [a + g \sin(\theta), V_x^2, 1]^T$. Let $\hat{\Theta}^{(i)} := [\hat{\beta}_1^{(i)}, \hat{\beta}_2^{(i)}, \hat{\beta}_3^{(i)}]^T$ represent the estimation of the $\Theta^{(i)}$. A general discrete adaptive parameter estimator is used to estimate unknown parameters online [38, Chapter 4]:

$$\hat{\Theta}[k+1] = \hat{\Theta}[k] + \alpha[\phi[k] \phi[k]],$$

$$\epsilon[k] = \frac{Z[k] - \phi[k]^T \hat{\Theta}[k]}{c + \phi[k]^T \phi[k]},$$

where $k \in \mathbb{Z}_{\geq 0}$ is a discrete time step; $\alpha \in \mathbb{R}$, $c \in \mathbb{R}$ are parameters. The controller $f^{(i)}_e$ can then be rewrite as:

$$f^{(i)}_e(a_{des}(t), V_x(t), \theta(t)) = \hat{\beta}_1^{(i)}(a_{des} + g \sin(\theta(t))) + \hat{\beta}_2^{(i)} V_x(t)^2 + \hat{\beta}_3^{(i)}.$$  

#### 5.4.2.1 Adaptive Lower Controller without Road Grade Measurement

So far, we have assumed the measurement of $\theta(t)$ is available. However, road grade measurement may not be available on all vehicles. Suppose the measurement of $\theta(t)$ is not unavailable, we can see $g \sin(\theta(t))$ term of the model (5.12) as a slow varying disturbance and rewrite the model in a way that the $g \sin(\theta(t))$ term is absorbed into the third term of the parametric model. More precisely, the model (5.12) is reformulated as follows:

$$T_e(t) = \gamma_1^{(i)} a(t) + \gamma_2^{(i)} V_x(t)^2 + \gamma_3^{(i)},$$

(5.19)
where
\[
\gamma_1^{(i)} = \frac{(m r_{\text{eff}}^2 r_G^2 + I_{G1,i}^2 + I_{G2,i}^2)}{r_{\text{eff}} r_G^2},
\]
\[
\gamma_2^{(i)} = \frac{1}{2} \rho_d C_d A_f r_{\text{eff}} r_G^2,
\]
\[
\gamma_3^{(i)} = (mgC_r + mg \sin \theta) r_{\text{eff}} r_G^2.
\]

We can also use the same adaptive law (5.17) shown in the section 5.4.2 to estimate \(\gamma_1^{(i)}\), \(\gamma_2^{(i)}\), and \(\gamma_3^{(i)}\) with \(\phi = [a, V_x(t), 1]^T\) and \(\hat{\Theta}^{(i)} = [\dot{\hat{\gamma}}_1^{(i)}, \dot{\hat{\gamma}}_2^{(i)}, \dot{\hat{\gamma}}_3^{(i)}]^T\). Presumably, the \(\gamma_3^{(i)}\) term should be able to adapt to the change of the road grade. The lower controller with \(\hat{\gamma}_1^{(i)}, \hat{\gamma}_2^{(i)}, \text{and } \hat{\gamma}_3^{(i)}\) is:
\[
f_e^{(i)}(a_{\text{des}}(t), V_x(t)) = \hat{\gamma}_1^{(i)} a_{\text{des}}(t) + \hat{\gamma}_2^{(i)} V_x(t)^2 + \hat{\gamma}_3^{(i)}. \tag{5.20}
\]

### 5.4.3 Simulation Validation

To validate the controller, we build the controller in the Simulink and test the performances with TruckSim, a high fidelity truck dynamics simulation software. For the purpose of validating the lower controller with parameter estimator, a speed tracking control is selected for the upper controller, where the desired acceleration is computed as following formula:
\[
a_{\text{des}}(t) = K(v_{\text{ref}} - V_x(t)), \tag{5.21}
\]
where \(K \in \mathbb{R}_{>0}\) is the control parameter and \(v_{\text{ref}} \in \mathbb{R}_{>0}\) is the reference speed.

The lower controller we are testing is the adaptive lower controller without road grade measurement. Particularly, adaptive law (5.17) is implemented to estimate parameters of the parametric model (5.19), and the estimated parameters are used with (5.20) and (5.14) to compute the engine commands and service brake commands. To benchmark the performance, the lower controller based on physical models (5.15) is also implemented and tested. We first test the lower controller based on physical models (5.15) with \(v_{\text{ref}} = 20 \text{ [m/s]}\) and \(k = 1\) for the upper controller (5.21). Figure 5.4 shows the results of the physical model based lower controller. The lower controller with correct parameters of the truck models enables the speed of the truck eventually track the reference speed. In practice, correct parameters may not be available. To simulate this, we artificially distort the parameters used in the controller and repeat the test. The simulation results is shown in figure 5.5. The speed of the truck cannot track the reference speed, because of the mismatched parameters. The results emphasize how sensitive the controller is to the parameters and the need to deal with it. We then tested the proposed adaptive lower controller. The adaptive lower controller does not need physical parameters and should be able to find the suitable parameters that matches the vehicle dynamics. The testing result is shown in figure 5.6. The controller enables the truck successfully tracking the reference speed and its performance is as well as the physical based model with correct parameters.
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Figure 5.4: Speed profiles of the truck. The lower controller is the physical model based with correct parameters. The lower controller successfully enables the speed of the truck eventually track the reference speed.

Figure 5.5: Speed profiles of the truck. The lower controller is the physical model with mismatched parameters and without adaptive parameter estimator. The speed of the truck cannot successfully track the reference speed.
5.4.4 Experimental Validation

The cruise control with adaptive parameter estimator is implemented on the real truck and validated. The lower controller is implemented with a parameter estimator using measurements of the engine torque, the vehicle acceleration and the vehicle speed. In practice, if the truck does not have accelerometer, finite difference of the speed measurement can be used as substitute of the acceleration measurement. The initial condition of the estimator is fitted beforehand offline using data previously collected. Two different set speeds were being tested. Figure 5.7 shows the results of the tests. At both the high-speed (28 m/s) and the low-speed (20 m/s) tests, the controller with adaptive parameter estimator performs reasonably well. Real speeds converge to the reference speeds in the end with very small speed errors in both cases.

5.5 Longitudinal Motion Control

5.5.1 Cruise Control

The object of the cruise control is to control the subject vehicle to follow a given reference speed. A proportional gain controller is implemented for speed tracking control:

$$a_{des}(t) = K(v_{ref}(t) - V_x(t)),$$

$K \in \mathbb{R}$ is a controller parameter, and $v_{ref}(t) \in \mathbb{R}$ is a reference speed trajectory. The reference speed trajectory is a smooth speed transition trajectory from the current speed to
Figure 5.7: Speed profiles of the truck. Two reference speed are tested: 28 m/s and 20 m/s. The dotted lines represent the reference speed. The two solid curves represent the corresponding speed responses of the truck.

5.5.1.1 Speed Planner

To have smooth speed transition from current speed to a target speed, we can also use speed trajectory planner to shape speed response by generating a speed trajectory for cruise controller to follow. The speed trajectory can be planned based on some criterion, for example, physical limitations or comfort of passengers. The simplest speed trajectory is continuous speed with bounded acceleration. However, in this case acceleration of the vehicle is not continuous in time, which is not desirable in practice. We want to find the fastest speed trajectory from current speed to target speed with continuous and bounded acceleration, while vehicle acceleration and acceleration jerk are both bounded. The problem of the trajectory generation can be formulated as follows:

\[
T^* = \min_{a(t), J(t)} T
\]

s.t.  
\[
\dot{v}(t) = a(t), \forall t \in [t_0, T] \\
\dot{a}(t) = J(t), \forall t \in [t_0, T] \\
a_{\text{min}} \leq a(t) \leq a_{\text{max}}, \forall t \in [t_0, T] \\
J_{\text{min}} \leq J(t) \leq J_{\text{max}}, \forall t \in [t_0, T] \\
v(t_0) = v_0, v(T) = v_T, \\
a(t_0) = 0, a(T) = 0.
\]

where \(J_{\text{max}} \in \mathbb{R}_{>0}\), and \(J_{\text{min}} \in \mathbb{R}_{<0}\) are acceleration jerk bounds; \(a_{\text{max}} \in \mathbb{R}_{>0}\), and \(a_{\text{min}} \in \mathbb{R}_{>0}\) are acceleration bounds. \(v_0 \in \mathbb{R}_{>0}\) the initial speed and \(v_T \in \mathbb{R}_{>0}\) is a target speed. Once the
optimal acceleration trajectory is solved, the optimal speed trajectory can be computed by integration. The closed form solution for this problem can be solved heuristically. Suppose \( v_T > v_0 \), in order to minimize the time it takes to accelerate from current speed to the target speed, one needs to accelerate as much as possible while satisfying acceleration jerk bounds. Therefore, we would expect at the beginning of the acceleration profile and at the end of the acceleration profile time derivative of the acceleration would be \( J_{\text{max}} \) and \( J_{\text{min}} \) respectively.

Following this line of thought, it can be shown that the optimal solution is:

- If \( \frac{1}{2}a_{\text{max}}^2 \left( \frac{J_{\text{min}} - J_{\text{max}}}{J_{\text{min}}, J_{\text{max}}} \right) \geq v_T - v_0 \), the acceleration profile would need to decrease before reaching the maximum acceleration; otherwise, the acceleration would not be 0, when the speed reaches the target speed. The optimal solution would be \( T^* = \frac{\bar{a}}{J_{\text{max}}} - \frac{\bar{a}}{J_{\text{min}}} \), where \( \bar{a} \in \mathbb{R}_{\geq 0} \) is the peak of the acceleration profile satisfying follows:
  \[
  \frac{1}{2}\bar{a}^2 \left( \frac{1}{J_{\text{max}}} - \frac{1}{J_{\text{min}}} \right) = v_T - v_0.
  \]

The corresponding optimal acceleration profile is:

\[
 a^*(t) = \begin{cases} 
 J_{\text{max}}t & \text{if } t \in [0, \frac{\bar{a}}{J_{\text{max}}}) \\
 \bar{a} + J_{\text{min}}(t - \frac{\bar{a}}{J_{\text{max}}}) & \text{if } t \in [\frac{\bar{a}}{J_{\text{max}}}, T^*) \\
 0 & \text{otherwise}
\end{cases}
\]

- On the other hand, if the difference between \( v_T \) and \( v_0 \) is larger, the acceleration profile would be able to reach the acceleration upper bound. The optimal solution is \( T^* = \frac{a_{\text{max}}}{J_{\text{max}}} - \frac{a_{\text{max}}}{J_{\text{min}}} + \frac{v_T - v_0}{a_{\text{max}}} - \frac{1}{2}a_{\text{max}}\left( \frac{1}{J_{\text{max}}} - \frac{1}{J_{\text{min}}} \right) \). The corresponding acceleration trajectory is:

\[
 a^*(t) = \begin{cases} 
 J_{\text{max}}t & \text{if } t \in [0, \frac{a_{\text{max}}}{J_{\text{max}}}) \\
 a_{\text{max}} & \text{if } t \in [\frac{a_{\text{max}}}{J_{\text{max}}}, \frac{a_{\text{max}}}{J_{\text{min}}} + \frac{v_T - v_0}{a_{\text{max}}} - \frac{1}{2}a_{\text{max}}\left( \frac{1}{J_{\text{max}}} - \frac{1}{J_{\text{min}}} \right) \} \\
 a_{\text{max}} + J_{\text{min}}(t - T^* + \frac{a_{\text{max}}}{J_{\text{min}}}) & \text{if } t \in [T^* - \frac{a_{\text{max}}}{J_{\text{min}}}, T^*) \\
 0 & \text{otherwise}
\end{cases}
\]

Similarly, the closed form acceleration profile when target speed is lower than current speed \( (v_T < v_0) \) can also be derived:

- If \( \frac{1}{2}a_{\text{min}}^2 \left( \frac{J_{\text{min}} - J_{\text{max}}}{J_{\text{min}}, J_{\text{max}}} \right) \geq |v_T - v_0| \), then the solution is \( T^* = \frac{\bar{a}}{J_{\text{min}}} - \frac{\bar{a}}{J_{\text{max}}} \), where \( \bar{a} \in \mathbb{R}_{\leq 0} \) now represents the peak deceleration the deceleration profile would reach, which satisfies follows:
  \[
  \frac{1}{2}\bar{a}^2 \left( \frac{1}{J_{\text{max}}} - \frac{1}{J_{\text{min}}} \right) = |v_T - v_0|.
  \]

The corresponding acceleration profile is:

\[
 a^*(t) = \begin{cases} 
 J_{\text{min}}t & \text{if } t \in [0, \frac{\bar{a}}{J_{\text{min}}}) \\
 \bar{a} + J_{\text{max}}(t - \frac{\bar{a}}{J_{\text{min}}}) & \text{if } t \in [\frac{\bar{a}}{J_{\text{min}}}, T^*) \\
 0 & \text{otherwise}
\end{cases}
\]
Otherwise, the solution is $T^* = \frac{a_{\min}}{J_{\min}} - \frac{a_{\min}}{J_{\max}} + \frac{v_T - v_0}{a_{\min}} - \frac{1}{2}a_{\min}(\frac{1}{J_{\min}} - \frac{1}{J_{\max}})$. The corresponding acceleration trajectory is:

$$a^*(t) = \begin{cases} 
J_{\min}t & \text{if } t \in [0, \frac{a_{\min}}{J_{\min}}) \\
\frac{a_{\min}}{a_{\min} + J_{\max}(t - T^* - \frac{a_{\min}}{J_{\max}})} & \text{if } t \in \left[T^* + \frac{a_{\min}}{J_{\max}}, T^*\right) \\
0 & \text{otherwise}
\end{cases}$$

The closed form solution can be used online to compute a speed trajectory for a given target speed for speed tracking.

### 5.5.1.2 Experimental Validation

The cruise control is implemented on a truck and tested. Figure 5.8 shows an example that the target speed is above the initial speed of the vehicle. Figure 5.9 shows another experiment that the target speed is lower than the initial speed of the vehicle. These results show that the cruise control and the speed planner we implemented could make the truck speed transition from the current speed to a target speed smoothly.

![Cruise control experiment on a heavy duty vehicle-speed up](image)

Figure 5.8: Cruise control experiment on a heavy duty vehicle-speed up. Initial speed is around $8[m/s]$ and the target speed is $15[m/s]$. The red curve is the reference speed and the blue curve is the truck speed.

### 5.5.2 Adaptive Cruise Control

*Adaptive Cruise Control* (ACC) is a controller that can control the relative distance to follow a desired following distance and regulate the relative speed to a leading vehicle stably. For different purposes, different spacing policies are proposed to determine the desired following
distance \([108]\). In this work, a time-headway based spacing policy is adopted. The time-headway spacing policy picks the following distance linearly proportional to driving speed. Formally speaking, for a time-headway \(h \in \mathbb{R}_{>0}\) and the vehicle driving speed is at \(v_i(t) \in \mathbb{R}\) (\(i\) is used to denote the subject vehicle, later we will use \(i - 1\) to denote the preceding vehicle, similar to notations used in previous chapters), the desired following distance \(d_{des}(t) \in \mathbb{R}\) would be:

\[
d_{des}(t) = h v_i(t).
\]

As one can see, with the time-gap policy, the desired following distance increases with driving speed. Not only this improves the response damping and stability, but also yields a more human-like car-following.

As mentioned, the primary goal of the car following controller is to regulate the following distance gap towards desired gap. Here, we design a output feedback controller to regulate the difference. Let \(x_{i-1}(t), x_i(t) \in \mathbb{R}\) be the rear end position of the preceding vehicle and the position of the subject vehicle, respectively; and \(L_i \in \mathbb{R}\) be the length of the subject vehicle. The bumper-to-bumper distance is \(x_{i-1}(t) - x_i(t) - L_i\). The gap error \(e_{x,i}(t) \in \mathbb{R}\) is the difference between the time-headway distance and the bumper-to-bumper distance:

\[
e_{x,i}(t) = x_{i-1}(t) - x_i(t) - L_i - hv_i(t).
\]

We would like to design a controller that output acceleration command for a gap error as the input. A block diagram of the closed-loop system is shown in the figure 5.10, where we use \(C\) to denote controller, \(G\) to denote closed-loop dynamics of the vehicle dynamics and the lower controller (section 5.4), the block of \(1/s^2\) is used to denote a double integrator in frequency domain, and \(H(s)\) is defined as follows: \(H(s) := hs + 1\). Ideally, the transfer function \(G\) should be \(G = 1\), which means the response of the vehicle dynamics is perfect.
However, in reality, the response of vehicle powertrain is limited. By observing engine response data, we found that the engine torque to a vehicle acceleration response can be approximated by a first order transfer function. For controller design purpose, we then approximate response from $a_{des}$ to $a_i$ as

$$G(s) = \frac{1}{\tau s + 1},$$

where $\tau \in \mathbb{R}_{>0}$ is modeled as a uncertain parameter. The designed controller should be able to deal with this in addition to other requirements state below.

We pick the controller $C(s)$ in the following structure and the parameters of the controller is what we need to design so that the system is stable and robust to model uncertainties and disturbances.

$$C(s) = \frac{k_1 s + k_2}{s^2 + d_1 s + d_0}.$$

Parameters $k_1, k_2, d_1, \text{and } d_0$ are what need to be determined. We have a few objectives for the selection of parameters:

- Closed-loop system is stable;
- The controller should be robust to uncertainty of the vehicle dynamics. We consider uncertain $G$ with varying $\tau \in [\tau_{\text{min}}, \tau_{\text{max}}]$. Thus, the controller should keep the closed-loop system stable for all $G$ with $\tau \in [\tau_{\text{min}}, \tau_{\text{max}}]$. To incorporate the parameter uncertainty in $G$, we use $\tilde{G}$ to represent the model with disturbance at the parameter $\tau$:

$$\tilde{G}(s) = \frac{1}{(\bar{\tau} + \Delta \tau)s + 1},$$

where $\bar{\tau} = \frac{\tau_{\text{min}} + \tau_{\text{max}}}{2}$ and $\Delta \tau \in [-(\tau_{\text{max}} - \tau_{\text{min}})/2, (\tau_{\text{max}} - \tau_{\text{min}})/2]$, and the corresponding block diagram of the $\tilde{G}$ with $\Delta \tau$ is depicted in figure 5.11;
• Closed-loop transfer function should satisfy string stability condition:
\[ \| T_{x_{i-1}x_i} \|_{\mathcal{H}_\infty} \leq 1. \]

\( T_{x_{i-1}x_i} \) denotes the transfer matrix from \( x_{i-1} \) to \( x_i \). For a transfer matrix \( T \), \( \mathcal{H}_\infty \) norm of \( T \) is defined as \( \| T \|_{\mathcal{H}_\infty} := \sup_\omega \sigma_{\text{max}}(T(j\omega)) \), where \( \sigma_{\text{max}}(T(j\omega)) \) is the maximum singular value of \( T(j\omega) \). This performance requirement is a desirable property so that the disturbance arising from leading vehicle’s speed variation would not propagate and amplify to the following vehicles.

![Figure 5.11: Representation of the vehicle dynamics model \( \tilde{G} \) with a perturbed parameter to the nominal plant.](image)

The model with uncertainty and the control design problem can be expressed pictorially as shown in figure 5.12. We want to find a controller \( C \) such that the model is stable for all stable transfer function \( \Delta \) and \( \| \Delta \|_{\mathcal{H}_\infty} < 1 \), and in the mean while, we want the response from \( x_{i-1} \) to \( x_i \) satisfying \( \| T_{x_{i-1}x_i} \|_{\mathcal{H}_\infty} \leq 1 \). \( \Delta \) is corresponding to the uncertainty of \( \tau \); more specifically, in our problem, we pick \( \Delta \in [-1, 1] \) and \( \Delta \tau = W_1 \Delta \), with \( W_1 = (\tau_{\text{max}} - \tau_{\text{min}})/2 \).

\( P \) is a transfer matrix with each entry corresponding to a pair of input and output. Let \( M \) represent the closed-loop system of \( C \) and \( P \), that is, \( M \) represents the transfer matrix from \( w \) and \( x_{i-1} \) to \( z \) and \( x_i \):

\[ M = \begin{bmatrix} M_{wz} & M_{x_{i-1}z} \\ M_{x_{i-1}z} & M_{x_{i-1}x_i} \end{bmatrix}. \]

The transfer matrix stability can be attained straightforwardly design the controller \( C \) when the disturbance is neglected. When the disturbance plays a role, we can use necessary and sufficient condition for stability to derive the controller. Recall small gain theorem:

**Theorem 5.5.1. (small gain theorem)** Suppose \( M_1 \) and \( M_2 \) are two stable transfer matrix and they are interconnected such that the output of \( M_1 \) is input of \( M_2 \), and output of \( M_2 \) is input of \( M_1 \). \( \| M_1 \|_{\mathcal{H}_\infty} \leq 1 \). The interconnected system is stable if and only if \( \| M_2 \|_{\mathcal{H}_\infty} < 1 \).
Figure 5.12: Pictorial representation of the control objective. The objective of the controller \( C \) is to have the closed-loop system stable under the disturbance of \( \Delta \), while \( H_\infty \) norm from \( x_{i-1} \) to \( x_i \) is less or equal than 1.

By small gain theorem, we know that the interconnected system of figure 5.12 with disturbance \( \Delta \) (\( \Delta \) is a stable transfer function and \( \| \Delta \|_{H_\infty} \leq 1 \)) is stable if and only if we can find a controller \( C \) such that \( \| M \|_{H_\infty} < 1 \). The performance requirement of \( \| T_{x_{i-1}x_i} \|_{H_\infty} \leq 1 \) can also be formulated as a robust control problem with another disturbance term \( \Delta_1 \), where \( \Delta_1 \) is also stable and \( \| \Delta_1 \|_{H_\infty} < 1 \). The closed-loop system block diagram with \( \Delta_1 \) is illustrated in figure 5.13. We can again apply small gain theorem, if the system interconnected with \( \Delta_1 \) is stable, then the string stability condition would be satisfied, and vice versa.

Furthermore, we can combine both disturbance block \( \Delta \) and \( \Delta_1 \) into a structured disturbance. The block diagram of the problem with structured disturbance is depicted in figure 5.14. Let \( R = [w, x_{i-1}]^T \), and \( Y = [z, x_i]^T \). The disturbance block is now in the diagonal form \( \bar{\Delta} = \text{diag}(\Delta, \Delta_1) \). For structure disturbance, less conservative constraint on the \( M \) is needed to attain robust stability, since extra constraint is imposed on the disturbance block. Recall structured disturbance theorem:

**Theorem 5.5.2.** (structured disturbance small gain theorem) Suppose disturbance transfer matrix \( \bar{\Delta} \) is stable and \( \bar{\Delta} \) is taken the form of \( \Delta = \{ \text{diag}\{\delta_1, \delta_2, \ldots, \delta_n\}|\delta_i \in \mathbb{C}, \forall i \in \{1, \ldots, n\} \} \). \( M \) is stable. Interconnection of \( M \) and \( \bar{\Delta} \) is stable for all \( \bar{\delta} \in \Delta \) with \( \| \bar{\Delta} \|_{H_\infty} < 1 \) if and only if \( \sup_\omega \mu_{\bar{\Delta}}(M(j\omega)) \leq 1 \).

The variable \( \mu_{\bar{\Delta}}(M) \) is the structured singular value of a complex matrix \( M \) with respect to a class of disturbance matrix \( \Delta \):

\[
\mu_{\bar{\Delta}}(M) := \begin{cases} 
0, & \text{if } \det(I - M\Delta) \neq 0 \\
\frac{1}{\inf\{\sigma_{\max}(\bar{\Delta})|\det(I - M\Delta) = 0, \Delta \in \Delta\}}, & \text{otherwise}
\end{cases}
\]
Figure 5.13: Illustration of formulating performance requirement as stability problem with $\Delta_1$. The requirement that $\|T_{x_{i-1}}\|_{\mathcal{H}_\infty} \leq 1$ can be reformulated as stability problem by connecting $x_i$ and $x_{i-1}$ with a stable $\Delta_1$. The requirement can be satisfied if the closed-loop system is stable.

The problem is then finding a controller $C$ such that $\sup_\omega \mu_\Delta(M(j\omega)) \leq 1$. The problem could be solve as an optimization problem [119].

$$\min_C \inf_{D \in \mathcal{D}} \|D(s)M(P,C)D^{-1}(s)\|_{\mathcal{H}_\infty}.$$ 

If the optimal value $< 1$ can be attained, then the robust stability and performance requirement can be guaranteed. A numerical solver is used to synthesize the controller.

5.5.2.1 Simulation Validation

The controller is firstly validated in the simulation using TruckSim and Simulink. Two scenarios are tested. In both scenarios, a subject vehicle is controlled to follow a leading truck. In the first testing scenario, the subject vehicle is controlled to follow a given time-headway while the leading vehicle is following a given time-varying speed profile. Simulation results are shown in figure 5.15. The results show that the time-gap of the controlled vehicle can be kept around the desired time gap while matching the leading vehicle speed closely. In principle, keeping the time-gap constant while keeping subject vehicle speed matches varying leading vehicle speed is not feasible, because variation of the subject vehicle would
have counter effect on the numerator term (distance gap) and denominator term (speed) of the time-gap. For example, suppose leading vehicle speed is increasing and the subject vehicle manages to match its speed to leading vehicle speed exactly, the relative distance would remain constant, but the time gap would be decreasing because subject vehicle speed is increasing. Therefore, to keep the time-gap around a desired time-gap, subject vehicle speed cannot match its speed exactly to the leading vehicle speed. We can observe this phenomenon in the simulation results. For example, between 25 and 30 seconds when the leading vehicle speed is decreasing, the subject vehicle’s speed is kept slightly higher than the leading vehicle speed so that the distance gap would decrease, and the corresponding time-gap would be kept around the desired time-gap.

In the second scenario, the leading vehicle is driving at a constant speed, while the desired time-gap varies. The desired time-gap varied from one second to two seconds and came back to one second within 20 seconds. Figure 5.16 shows that real time-headway response is following the desired time headway reasonably well. For the first 10 seconds, the desired time gap increases. For the same described in the first scenario, to track the desired time gap, the subject vehicle needs to decrease its speed to increase the real time-gap. Between 10 and 20 seconds, the desired time gap decreases, the subject vehicle increases its speed to close the gap.

### 5.5.2.2 Experimental Validation

Following the success in the simulation, the controller is then implemented on a heavy duty vehicle. Two sets of representative results are shown in figure 5.17 and figure 5.18. In figure 5.17, one can see that the leading vehicle is almost driving at constant speed, but gradually
speeding up at around 78 seconds. At the same time, the subject vehicle is following the leading vehicle speed reasonably well; the time gap is gradually controlled to the desired time gap. In the second test (figure 5.18), the leading vehicle is firstly driving at a constant speed, followed by gradual deceleration. The speed response and time gap response of the subject vehicle shows that the controller controlled the vehicle matching the leading vehicle speed very well while keeping the time gap bounded around the desired time gap. In both scenarios, the controller is able to regulate the time-gap close to the reference time-gap in the range of 0.05 seconds.
Figure 5.16: Simulation results in TruckSim with fixed leading vehicle speed and varying reference time-headway. The top figure shows the speed profiles of both vehicles, where $V_1$ denotes the speed of the leading vehicle and $V_2$ denotes the speed of the subject vehicle. The bottom figure shows the reference gap (blue) and the real time gap (red).
Figure 5.17: Experimental results on a heavy duty truck. The initial time gap is about 2.1 seconds. The controller gradually regulates the time gap to a desired target time-gap and keeps the error around 0.05 seconds. Spikes in the measurements are due to sensor noise.

5.5.3 Adaptive Cruise Control with V2V communication

One of main challenge we are facing when using radar to detect the leading vehicle speed and distance is that the measurement is error prone and too noisy due to vibration of the vehicle. This causes the controller system less stable when the leading vehicle speed varies.

In order to improve the performance of the system so that it can be able to handle the situations when the leading vehicle speed is varying, we incorporate vehicle to vehicle communication between the leading vehicle and the subject vehicle so that the subject vehicle
Figure 5.18: Experimental results on a heavy duty truck. While the leading vehicle is gradually reducing its speed (after 155 seconds), the controller regulates the time gap around a desired target time-gap and keeps the error around 0.05 seconds. Spikes in the measurements are due to sensor noise.

can use the leading vehicle speed directly.

To incorporate V2V signal, we replace the speed measurement from the radar by the reading of the leading vehicle via vehicle to vehicle communication. To be more specific, we first decompose the controller above into two parts \( C(s) = C_1(s) + C_2(s) \), where \( C_1(s) = k_1 s / C_D(s) \), and \( C_2(s) = k_2 / C_D(s) \). Let the output of the controller \( C_1(s) \) and \( C_2(s) \) be \( u_1 \) and \( u_2 \). The output \( u(t) \) of \( C(s) \) would be \( u(t) = u_1(t) + u_2(t) \). Let \( V_{i-1}, V_i, \) and \( A_i \) be the Laplace transform of \( v_{i-1}, v_i, \) and \( a_i \), respectively. Recall that the input to the controller \( C(s) \) is
\[ x_{i-1}(t) - x_i(t) - L_i - h v_i(t) \]

The output \( u_1(t) \) would then be

\[ u_1(t) = k_1 \left( V_{i-1} - V_i - h A_i \right) / C_D(s) \]

which is explicitly dependent on leading vehicle speed \( v_{i-1} \). In the case when we rely on onboard sensor only, the measurement \( v_{i-1}(t) \) would be from the radar. With the vehicle to vehicle communication, we use the signal of \( v_{i-1}(t) \) from the leading vehicle directly.

### 5.5.3.1 Experimental validation

We validate the controller with both leading truck and the controlled truck equipped with vehicle to vehicle communication devices. The leading truck would transmit the speed measurement to the following truck and the following truck would use the received speed signal for control. Resultant speed profiles and time gaps are shown in the figure 5.19, respectively. During this experiment, the following truck is trying to control the time-headway at 1.8s, while the leading vehicle varies its speed between 14\( m/s \) and 19\( m/s \). The speed profiles show that the following vehicle is capable of following the leading vehicle speed closely. Although the time-gap is not as close to the desired time-gap as we have seen above, the error is still within a reasonable range. This could be improved with further calibrations of the model and fine tuning of the controller.

### 5.6 Summary

In this chapter, a model-based longitudinal controller for a heavy-duty vehicle is developed. The controller is composed of a lower controller and an upper controller, where the lower controller is for executing engine command and service brake command for a given desired acceleration command from the upper controller. To deal with parameter uncertainty, a parameter estimator is integrated with the lower controller to estimate unknown parameters in real time. We validate the design in simulation experiments and real-world experiments. Some results are shown.

For the upper level controller, two main functions are developed: speed tracking and car following. For speed tracking, to avoid overshoot, a smooth speed trajectory is generated. Experimental results show that speed tracking performance is reasonably well. For the car following controller, a controller design considering the robustness with respect to model uncertainty and the requirement for string stability is developed. The controller design problem can be formulated as a robust control problem and it is solved numerically. In practice, due to the limitation of the on-board sensors and actuators, car following controllers cannot deal with the situations well when the leading vehicle speed is varying more aggressively. To deal with this, a vehicle-to-vehicle communication is used to enable the following vehicle to access leading vehicle speed directly. The integration enables the subject vehicle to follow the leading vehicle steadily while the leading vehicle’s speed is varying. Our controllers are tested in the real world. Some results are shown to demonstrate the performance of our controllers.
Figure 5.19: Experimental results of car following controller with V2V communication. Top: Speed profiles of the leading vehicle and the following vehicle. Blue curve is the leading vehicle speed and red curve is the subject vehicle speed. Bottom: Desired time gap (blue line) and real time gap (red curve).
Chapter 6

Concluding Remarks

Although vehicles in the transportation system will mainly operate by human drivers for years to come, with the rise of the automated vehicles in recent years, it can be expected the dynamics of the automated controls would gradually play more important roles in the transportation system in the future. With the help of advanced sensors, actuators, and powerful computers, automated vehicles could have more accurate perception, more precise control, and more reliable decision than average human drivers, which could make the transportation system safer, more efficient, and more energy economic. It will still need a lot of effort for researchers and engineers to make the imagination become true. The work of this dissertation is a small piece for that. Particularly, in this dissertation, we study highway traffic jams and propose solutions with control of automated vehicles. Highway traffic jams can be caused by driving behaviors of participants in the traffic. Controls of automated vehicles should be designed such that their behaviors would not trigger congestion.

One of the major causes of highway traffic jams is accumulated conflicts between traffic flow. Especially at the merging section, accumulated disturbances induced by conflicts between traffic from two directions can have a negative impact on traffic flow. Coordination among vehicles is essential for reducing conflicts between vehicles in the traffic. In chapter 2, we have seen how coordination among vehicles from two directions at the highway merging section can effectively improve the throughput and reduce travel delay.

Phantom traffic jams are traffic jams that are related to driving behaviors. It is because that human driving behaviors tend to propagate and amplify the speed perturbations from downstream to upstream. We can study the propagation of perturbation using a ring road. As we have seen in chapter 3 and chapter 4, undesirable driving dynamics would cause stop-and-go waves on the ring road. Thus, it is important to design controllers properly not only in order to reduce the negative impact on the traffic and even improve the overall traffic. In chapter 3, theoretical analysis is presented. We prove conditions of car following models for stability of the ring road of identical/heterogeneous traffic. Provable sufficient condition for traffic stability is used to design a controller that can be used to dissipate disturbance in the traffic. Although the controller designed in chapter 3 is provable, it is relatively conservative. In practice, the sufficient condition is not necessary to derive a controller that
could make the traffic stable. Many different approaches of controller designs have been proposed in the literature. However, those controllers are not thoroughly investigated under different scenarios. In chapter 4, we benchmark 10 AV controllers including linear controller, heuristic based controller, and learning based controller. Performance evaluations of the 10 AV controllers are done under different penetration rates and different distributions among the traffic. The evaluation metrics include the time to dissipate stop-and-go waves, maximum headway, VMT, and fuel economy.

Since trucks contribute to congestion relative larger than light duty vehicles and it is expected that the VMT is going to be growing faster than light duty vehicles, truck automation has its critical role in the transportation system. In the chapter 5, we develop and implement an automated control for trucks. In addition to parameter uncertainties and actuator perturbations, the controller also takes into account the sufficient condition of the traffic stability - string stability. In practice, V2V communication is needed to achieve string stability. We use V2V communication to access the leading vehicle speed and demonstrate good car following performance. Simulation and real-world experiments are shown to validate our controller design.

Coordination and awareness of traffic conditions would be critical factors for automated vehicles to successfully mitigate traffic congestion by reducing conflicts and responding properly to attenuate perturbation. Wireless communication would be a possible solution for vehicles to coordinate directly with other vehicles at the same time compensate for the limitations of the on-board sensor. Hence, wireless communications would be essential to enable full capability of the automated vehicles. While the main focus of this dissertation is on traffic jam mitigation with vehicle automation, automated vehicles would definitely have potential to benefit future transportation systems in different ways; it is essential to consider broader perspectives in the future development of automated vehicles.
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